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Highlights:  

⚫ EPG-GAN enhances texture customization for realistic material properties in mammograms. 

⚫ The model’s high-resolution synthesis mimics material microstructure details accurately. 

⚫ Edge guidance aids in generating structural features vital for material characterization. 

Abstract: Mammography is widely used for early detection of breast cancer in clinical diagnosis. The 

training of new radiologist and deep-learning based algorithms for mammogram analysis usually 

requires a large amount of data. However, obtaining and labeling large-scale mammogram data are not 

easy tasks, especially for diseases with low incidence. Realistic mammogram synthesis can alleviate this 

problem to a great extent. In this paper, we propose an edge-guided progressive growing generative 

adversarial network (EPG-GAN) to synthesize realistic mammograms with high-resolution and customized 

texture editing features. By introducing the design of auxiliary edge guidance into the EPG-GAN, the model 

is empowered to enhance structural details of generated images and avoid synthesizing unnatural images. 

We superpose the edge sketch onto the object mask and use the composite mask as the network input. In 

addition, for generating high resolution mammograms, we adopt a progressive training strategy to 

gradually generate high-resolution images from low-resolution images. To demonstrate the effectiveness 

of our proposed model, we conduct experiments on publicly available INbreast dataset. Qualitative and 

quantitative evaluations validate the performance of our model in synthesis high-resolution mammogram. 

The proposed EPG-GAN achieves 0.983 in structure similarity index measure (SSIM) score, which is 

significantly higher than other models. The results show that the EPG-GAN can effectively synthesis 

realistic and high-resolution mammograms, enabling the augmentation of the dataset and laying the 

foundation for enhancing CAD for breast cancer. 

Keywords: mammogram; generative adversarial network; image synthesis; breast cancer; data 

augmentation; progressive growing; deep learning 
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1. Introduction 

Deep learning (DL) models have been widely and successfully applied to solving various problems in 

our modern life. However, the performance of most deep-learning based methods are bottlenecked by 

the quality and quantity of the data. Several works [1–3] have shown that the generalization error of 

neural networks reduces linearly with the log of the dataset size. Unfortunately, create a high quality and 

large dataset is time-consuming and expensive, especially in medical. 

Mammogram is a high-resolution photograph of woman’s breast taken using x-rays, it is clinically 

used as the standard breast cancer screening exam for the general population and has been shown 

effective in early detection of breast cancer and in reduction of mortality [4–6]. Conventional 2D 

mammography involves digitized film-screen mammography (DFM) that used in early decades and full-field 

digital mammography (FFDM) that rose in recent decades [7]. Standard mammography views are 

bilateral craniocaudal (CC), extracted from top-down, and mediolateral-oblique (MLO), an oblique view 

taken under 45 [8]. These two views comprise routine screening mammography. During diagnosis, 

doctor first manually operate an imaging equipment to produce images required for diagnosis, and then 

review and analyze the images to find abnormalities [9]. This process relies heavily on doctors’ 

knowledge and experience. It usually takes a long time for novices to acquire operating and diagnostic 

skills. This is even truer when diagnosing rare diseases, due to the lack of training on real data [10]. 

In recent years, we have witnessed considerable progress in computational medical image analysis 

for the detection, diagnosis, and treatment of diseases [11]. Many computer-aided diagnosis (CAD) 

methods [12–17] base on the mammogram datasets [18–20] has been widely reported with promising 

diagnostic accuracy in analyzing breast cancer. Compared with medical image interpretation by human 

experts, automated analysis is more efficient, objective, and does not suffer from inter-observer 

variations [21]. In the stream of applying machine learning, especially deep learning, to data analysis, 

large-scale datasets and annotations lie at the heart of its success to accomplish target tasks. For example, 

the ImageNet database, designed for visual object recognition, contains more than one million annotated 

images. However, in real clinical applications, usually only a very limited number of images are 

available due to privacy concerns, and annotations require expert knowledge about the data and task. 

Although some new datasets [22–24] have large-scale, few researchers take them due to it's hard to be 

access. Therefore, the lack of easy-access large-scale datasets and annotations remains a major obstacle 

hindering the successful application of deep learning algorithms to medical images [25–26]. 

Researchers have been trying to circumvent this obstacle via data augmentation. The most common 

method is an affine transformation, including translation, rotation, and scaling. This technique simply 

modifies original images to expand the dataset for model training. Although the sample size can be 

remarkably increased in this way, only little additional information is introduced into the dataset, due to 

the small content changes (e.g. rotating an image by an angle) [27–28]. In this regard, there is an urgent 

need for a new data augmentation method that can enrich the dataset with more variability, so that the 

model trained on a small dataset can also generalize well on unseen data [29]. 

Image synthesis is a new and more sophisticated augmentation method. It can be classified into 

physics-based and learning-based methods. Well-known X-ray simulation packages such as VICTRE [30] 

can be used to simulate mammograms through Monte Carlo X-ray transport algorithm. The implemented 

x-ray interaction physics models are based on those used in the PENELOPE code [31], which are 
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recognized as one of the most accurate in the field of particle transport simulation. They are very time-consuming, 

especially for generating high-resolution images. Moreover, their performance may be affected by the 

quality of pre-built models, which are often essential and difficult to construct. 

In the past few years, deep learning based synthetic methods have gained more and more interest. 

Generative adversarial networks (GANs) [32] have made a significant progress in natural image 

synthesis and data augmentation (especially conditional-GANs (cGANs) [33]). Many researchers have 

also applied GAN based model in medical image synthesis such as chest X-rays generation [34] and 

liver lesions synthesis [35]. Nevertheless, most of the researches [36–39] on GAN-based medical image 

synthesis focus on generating low-resolution medical samples rather than synthesis high-resolution 

medical image like mammograms for augmentation of the original dataset to alleviate the issues caused 

by the insufficiency of data. Shen et al. [40] proposed an Infilling-GAN to synthesis 256 256  

mammogram with contextual information that achieved the Learned Perceptual Image Patch Similarity 

(LPIPS) score at 0.025. Oyelade et al. [41] trained a ROImammo-GAN to synthesis the mass regions 

based on mammograms that achieved the Structure Similarity Index Measure (SSIM) score at 0.800 and 

the Peak Signal-to-Noise Ratio (PSNR) score at 27.72. Joseph et al. [42] proposed a prior-guided GAN 

to synthesis 256 256  mammograms that achieved the Fréchet Inception Distance (FID) score at 2.20. 

Although cGAN is effective and enables the user-controlled image generation, the synthesized images 

often have low resolution and checkerboard artifacts. To make the structural details of generated images 

more realistic, auxiliary guidance information, such as the sketch and edge of the background, was 

introduced [43–44]. However, it is still challenging to synthesize high-resolution images. Due to the 

more details in high-resolution images, the discriminator can easily recognize the differences between 

generated and real images, which may lead to the vanishing gradient problem and make the training 

difficult. Additionally, training such model is memory intensive, which limits using a large batch size to 

improve training stability. 

To address the issue mentioned above and construct a synthesis model with remarkable performance 

for synthesis high-resolution mammograms, the edge-guided progressive growing idea was introduced 

in this study. We proposed a novel Edge-guided Progressive Growing Generative Adversarial Network 

(EPG-GAN) to synthesize high-fidelity and high-resolution mammograms from simple segmentation 

maps. In order to enhance the structure fidelity and reduce the time that in synthesis process, we first 

added fine-grained edge sketch to original label maps, which resulted in the composite label maps that 

can help the generator create images with realistic texture. With the edge-guided, the model can generate 

mammograms effectively and avoid synthesizing unnatural images in which the edge has blurred areas 

and distorted structures. To achieve high-resolution and avoid the use of multiple cGANs (hard to train), 

we inspired from the Progressive Growing Generative Adversarial Networks (PG-GANs) [45] and 

redesigned a progressive growing structure to gradually generate high-resolution mammograms. Image 

will be trained firstly at 128 128  resolution. Then the trained 128 128  resolution image will be 

transferred to next step’s input. By using the Fusion Blocks (FB) for transition, the 128 128  resolution 

image up-sampling to 256 256  resolution smoothly so that the generator and the discriminator 

growing better stability. Finally, EPG-GAN can successfully learn to synthesize 512 512  resolution 

images with less training time. 

The contributions of the EPG-GAN are as follows:  
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(1) We propose a novel GAN-based model for generating high-resolution mammograms. To 

enhance the fidelity of synthesized structure details, we propose to introduce auxiliary sketch 

guidance into a cGAN. Specifically, we superpose the edge sketch onto the object mask and 

use the composite mask as the network input. Customized editing of the edge sketch and object 

mask makes our method quite flexible in generating different mammograms for augmenting 

data in deep learning models. 

(2) Compared with conventional GANs for mammograms generation, progressive growing 

structure is incorporated in the proposed EPG-GAN to gradually generate high-resolution 

images from low-resolution images. It can leverage the fusion block to fade the previous layer 

in the next layer smoothly. 

2. Methods 

The proposed EPG-GAN is designed for the augmentation of high-resolution mammogram datasets. 

EPG-GAN aims to generate realistic and high-resolution mammograms efficiently, which could help to 

improve the performance of the data-driven computer-aided diagnosis methods. As shown in Figure 1, 

in EPG-GAN, the edge-guide module extracts the edge information of origin mammograms and guided the 

generator to generate realistic mammograms. For synthesis high-resolution mammograms, the EPG-GAN 

has also equipped a progressive growing strategy, which make us start the training of EPG-GAN on low 

resolution conditional input and then progressively increase the input resolution and add learnable layers 

to the existing network with sharing weights for continuous training. 

2.1. Edge-guided 

There are two common image-to-image translation tasks in the field of medical image analysis: 

translation between different imaging modalities and transformation from segmentation maps to medical 

images. Image synthesis from segmentation maps can generate different images by simply modifying 

the content in the maps, which is a desirable feature for data augmentation. Since segmentation maps 

only contain the shape of target structures and lack background details, the transformation from 

segmentation maps to medical images is generally more difficult than translation between different 

imaging modalities. As for mammograms, synthesizing from segmentation maps is even harder due to 

high-resolution mammograms usually contain complex backgrounds. We used the edge information of 

the background texture as auxiliary sketch guidance to achieve high-fidelity synthesis and customized 

editing of mammograms. 

Specifically, the Canny algorithm [46] was applied to real images to extract binary edge because it 

is robust against noise. We then updated the original segmentation map of the target object S  by 

superposing the edge sketch E  onto it, resulting in the composite label S , which is defined as: 

(1 )S M E M S= −  +   (1) 

where M  ( {0,1}M  ) denotes the binary map indicating the area for annotated structures.  refers to 

the operation of element-wise multiplication. Through the above operation, the auxiliary edge sketch E  

is superposed onto the original mask S  without affecting the area of the target objects. With the 
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additional auxiliary sketch of background provided for GAN to learn, our method can generate images 

with realistic background texture. 

 

Figure 1. The framework of the proposed Edge-guided Progressive Growing Generative 

Adversarial Network (EPG-GAN) model. The composite labels contain original annotated 

structures as well as auxiliary edge sketches. For the generator, the input is the composite labels 

and output is the generated mammograms. For the discriminator, the input is the mammograms 

and the corresponding composite labels. In the progressive training scheme, the top backbone 

structure is adopted as a pre-trained model for low-resolution image (128 128 ) synthesis, and 

then fusion blocks are added for synthesizing realistic high-resolution images ( 256 256 ). 

2.2. Progressive growing and fusion block 

Compared to low-resolution image, high resolution images have more fine structures. It is difficult to 

synthesis high-resolution mammograms due to a high-resolution image amplifies the flaws in structure 

details and the discriminator can easy to capture. The backbone architecture alone is not capable of 

extracting enough information for generating high-resolution, realistic images. To tackle the challenges 

and avoid heavy computation, we propose to adopt the progressive growing training scheme [45] to 

decompose the task as incremental learning ones. This scheme enables us to use only one generator and 

one discriminator with fast and smooth learning for high-resolution, realistic synthesis. Specifically, we 

started from an easier task that synthesizes low resolution images in several warm-up epochs with the 

backbone structure, and then, the weights of the backbone structure were shared with the generator and 

discriminator for high-resolution mammograms synthesis. 

The entire training process can be divided into four steps. In first step, EPG-GAN is trained with 

resolution 128 128  edge-guided sketch until convergence, this pre-trained architecture enabled good 

quality synthesis of low-resolution mammograms. In step 2 and 3, we trained the discriminator and 

generator for high-resolution image synthesis, sequentially and respectively. In this process, new layers 

were added to the networks, and we faded them in smoothly with the fusion blocks to avoids sudden 

shocks to the already well-trained layers. The discriminator was trained earlier than the generator to 

replenish the gradient information and force the generator to learn to synthesize higher resolution 

images. Finally, in step 4, we trained the discriminator and generator together for several more epochs 
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to further enhance performance. By gradually growing the layout of both generator and discriminator 

for capacity enhancement, the scheme enables EPG-GAN to use only one generator and discriminator 

with fast and smooth learning for high-resolution, realistic synthesis.  

To avoid the sudden shock during training when adding new layers, we adopt the Fusion Blocks for 

smooth transition in both generator and discriminator. Figure 2 illustrates the structure details of Fusion 

Blocks. For the purpose of transition, Fusion Block follows the residual design. Facing with the different 

resolutions between the input and internal layers, Fusion Block applies the added convolution layers and 

resizes the input in the main stream to match the output resolution. At the same time, Fusion Block 

introduces a skip connection to directly resize the input and skips it to merge with the main stream 

through the weight α ~ (0,1). The weight α controls the balance between the main and side branches. α = 1 

means the output only depends on the main branch, while α = 0 indicates that only the side branch 

determines the output of fusion block. During training, the transition happens as the α increases and the 

output depends less on original input resolution. The advantages of Fusion Block are that it not only 

smooths the transition between different resolutions, but also remains the base model structure, making 

weights sharing possible and hence reducing training time.  

 

Figure 2. Structure of Fusion Blocks. These two blocks are used in the progressive growing 

scheme, with α increasing during transition phases. The from image block represents a layer 

projecting image channels to feature vectors using 1 1  convolution, and the to image block 

functions the opposite way. The block 512 512 contains two 3 3  convolution layers, and the 

block 256 256  represents the original structures of backbone adjacent to newly added structures. 

Figure 2 shows the two-branch structure in fusion block, there are two types of Fusion Block. One 

Fusion Block is for down-sampling, which is used in both generator and discriminator. The other Fusion 

Block is for up-sampling, which is only used in generator. The lightweight side branch helps the pre-trained 

network adapt easily. The more complex architecture of the main branch has stronger feature extraction 

capabilities. Combining these advantages, the α is introduced to guide the side branch to gradually switch 

to the main one. Specifically, it is increased from 0 to αmax with a fixed step. It is noted that updating the 

α in both discriminator and generator simultaneously may decrease the stability and thus we increased α 
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alternately when training the two modules. Besides, we also noticed that αmax had an impact on the 

performance of the generator. A lower αmax may limit feature extraction capabilities, while a larger one tends 

to cause a sudden increasing loss. In comparison, the loss in the discriminator varies smoothly even with a 

larger αmax. For these reasons, we set the αmax to 0.5 and 1.0 in generator and discriminator, respectively. 

2.4. Network architectures 

We adopt a U-Net-based CNN network as architecture of generator. U-Net [47] architecture is an 

encoder-decoder network in general, except that skip connections are added between mirrored layers in 

the down-sampling and up-sampling block. The result of the up-sampling is connected to the feature 

map of the corresponding layer in the down-sampling path by skip connection. Figure 3 shows the 

architecture of the generator.  

 

Figure 3. 256 256 resolution step’s generator architecture. 

The discriminator is based on patch-GAN [48] that considers equisized patches from an image and 

checks whether the patches are real or fake. As shown in Figure 4, the discriminator takes an image and 

passes it through a series of convolutional layers, transforming it into a feature vector of size 30 30 . 

The final feature vector is a 2-dimensional vector with values between 0 and 1 representing the 

probability that each patch is real or fake. If the patch is real, the discriminator is trained to produce an 

output value close to 1, indicating a high probability that the patch is real. Conversely, if the patch is 

fake, the discriminator is trained to produce an output value close to 0, indicating a low probability that 

the patch is real. The convolutional layers in the discriminator typically use small filters and are often 

followed by batch-normalization and activation functions such as LeakyReLU. 
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Figure 4. 256 256 resolution step’s discriminator architecture. 

The discriminator restricts the model to only focus on high-frequency structure details generation, 

while adopt 
1L loss  to force low-frequency synthesis. The conditional adversarial loss and 

1L loss  

of EPG-GAN are formulated as follow: 

, , ( )( , ) [log ( , )] [log(1 ( , ( )))]EPG GAN x y x G xL G D E D x y E D x G x  (2) 

1 1
( ) ( )LL G y G x  (3) 

1* arg min max ( , ) ( )EPG GAN L
G D

G L G D L G  (4) 

G, D represent the generator and discriminator, respectively. x denotes the edge-guided mammogram 

input. y denotes the real mammograms. 

3. Experiments and results 

3.1. Dataset 

In this study, we evaluated the proposed EPG-GAN on INbreast [19], which is a public database of 

FFDM images and prepared in DICOM format that take by many researchers. It presents 410 

mammograms where several types of lesions (masses, calcifications, asymmetries, and distortions) were 

included of 115 unique patients. INbreast has the carefully associated ground truth annotation. Most of 

the databases, such as MIAS [20], only provide a circle around the area of interest [19]. The raw images 

were annotated with experts, and have an average size of 3328 3328  pixels.  

To make the dataset better fit to our model, we first convert the DICOM format into PNG and 

resized the images to 512 512  pixels. Then, the images were resampled to the resolutions of 4 4 , 

128 128 , and 256 256 , for comparison of the synthetic performance under different resolution. 

Finally, the pixel intensities were also normalized. 
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is 8. For 512 512  images, the batch size is 2. The counterparts of the EPG-GAN model were trained 

with the hyperparameter setting in their origin paper. 

3.3. Evaluation metrics 

The experimental results of EPG-GAN and its counterparts were measured by Fréchet inception distance 

(FID), Peak signal-to-noise ratio (PSNR), and Structural similarity index (SSIM). 

The FID is a metric used to measure the difference between an image generated by a generative 

model and a real image, and is computed by comparing the distances of their distributions in the feature 

space of the Inception v3 [49] model. The feature vector used in FID is a high-dimensional vector 

outputted from the penultimate fully-connected layer of the Inception v3 model, which captures the 

visual characteristics of the image.  
1

2
2( 2( ) )r g r g r gFID Tr  (5) 

μr and μg are the mean vector of the real image and the generated image. Σr and Σg are the covariance 

matrix of the real image and the generate image. It is expected that a synthesized image with good quality 

should result in a lower FID score; otherwise, the image is assumed to be less similar to the real image. 

The highest similarity the two images may demonstrate is having an FID score of 0. 

The PSNR measures the quality of synthesized image compared with the real image by using MSE. 

PSNR can provide information about the overall quality of the image. 
2

10

255
( , ) 10log ( )

( , )
PSNR r g

MSE r g
 (6) 

r and g are real image and generated image. A higher value of PSNR represented more acceptable quality 

of the image generated by the model. 

The SSIM evaluates an image by considering it as multiple regions and comparing the structural, 

luminance, and contrast metrics within these regions. 

1 2

2 2 2 2

1 2

(2 )(2 )
( , )

( )( )

r g rg

r g r g

c c
SSIM r g

c c
 (7) 

μr and μg are the mean vector of the real image and the generated image. 2

r and 
2

g  are the variance of 

the real image and the generated image. rg  is the covariance of the real image and the generate image. 

1c  and 2c  are the constants. A higher value of SSIM represented more acceptable quality of the image 

generated by the model. 

3.4. Results of EPG-GAN 

In Table 1, several evaluation criteria were used to assess the experimental result in same resolution and 

different resolution to indicate the overall performance of EPG-GAN and its counterparts. 

In the synthesis of 512 512  resolution mammograms process, the EPG-GAN achieves an average 

of 22.23, 34.89, and 0.983 for FID, PSNR, and SSIM. Meanwhile, the average performance of these 

indicators during the synthesis of 256 256  resolution mammograms process are 27.42, 34.26, and 

0.974. In first step that the synthesis of 1 128 128  resolution mammograms process, EPG-GAN 

achieved 22.45, 35.18, and 0.976 for FID, PSNR, and SSIM. The results of EPG-GAN are significantly 

better than the early work by Oyelade et al. [41] (with 0.800 and 27.72 at SSIM and PSNR in the 
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synthesis of 256 256  resolution mammograms process), and EPG-GAN is validated on synthesis high-

quality of 512 512  resolution mammograms compared with their 256 256  resolution. 

In clinical diagnosis, extremely dense mammogram and heterogeneously dense mammogram are 

two types of mammograms that doctors and deep-learning model can easily make mistake due to the 

more gland area and less fat area overlapped the lesion area in the breast. However, these two types of 

mammograms generally get poor-labeled in mammogram datasets. It’s critical to synthesis high-quality 

extremely dense mammogram and heterogeneously dense mammogram to augment the datasets. As 

shown in Figure 5, the results indicate that the EPG-GAN has achieved encouraging results on the 

mammogram images. Four typical cases are presented with a low-resolution synthesis mammogram 

(128 128 ), a high-resolution synthesis mammogram (512 512 ), and a real mammogram (512 512 ). 

The light (white) area in each mammogram is the gland area, it takes most of the whole breast. Our EPG-

GAN firstly learned global feature in low-resolution mammogram synthesis process to ensure the 

accuracy of the main structure and focus on textural details in high-resolution. 

The distribution of the values for the ten (10) samples of synthesized images are plotted in Figure 6, 

respectively, for PSNR and SSIM. As shown in Figure 6, Due to we used the edge information of the 

background texture as auxiliary sketch guidance to achieve high-fidelity synthesis, the value of SSIM 

has been stable for the ten (10) samples of synthesized images. That’s indicate that the EPG-GAN has 

achieved encouraging results on the mammogram images. 

 

Figure 5. Qualitative comparison of synthesis mammogram with real mammogram. 
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Figure 6. Boxplot showing the distribution of values obtained for ten randomly selected samples 

of synthesized images in computational metrics PSNR, SSIM. 

3.5. Results of comparison models 

Due to the limited work of this field, we evaluated the proposed EPG-GAN with three widely applied 

synthesis models including: MedGAN [50], cGAN [33] and RadiomicsFill-MET [51]. Moreover, 

MedGAN is a style-transfer model in 2020, cGAN is a conditional GAN-based synthesis models in 2014 

and RadiomicsFill-MET is a diffusion-based synthesis model in 2024. 

In Table 1, style-transfer-based model achieve a higher SSIM than other comparison models but 

slightly lower than EPG-GAN. The MedGAN model achieve approximate FID score at 23.81 (+1.58), 

slightly lower SSIM score at 0.916 (−0.067) and significantly lower PSNR score at 24.62 (−10.27) 

compared with EPG-GAN. The conditional GAN-based synthesis model counterpart cGAN achieves 

25.29 higher FID score and 11.24 lower PSNR score than EPG-GAN, it shows obvious a lower ability 

in synthesis high-resolution mammograms. Furthermore, diffusion-based synthesis model 

RadiomicsFill-MET achieves significantly better in FID score (−22.17) and slightly lower PSNR score 

(−2.09) with much lower results in SSIM score (−0.129), it shows an approximate ability in synthesis 

high-resolution mammograms with EPG-GAN. The EPG-GAN outperforms the rest three counterparts 

by higher results in PSNR score and SSIM score. The results indicate that the proposed EPG-GAN has 

better robustness under high-resolution conditions, while many counterparts are getting lower 

performance as the resolution growing up. 

Table 1. Quantitative comparison of performance of EPG-GAN and other methods on INbreast. 

Method Resolution FID  PSNR  SSIM  

MedGAN [50] 512×512 23.81 24.62 0.916 

cGAN [33] 512×512 47.52 23.65 0.896 

RadiomicsFill-MET [51] 512×512 0.06 32.80 0.854 

EPG-GAN 128×128 22.45 35.18 0.976 

EPG-GAN 256×256 27.42 34.26 0.974 

EPG-GAN 512×512 22.23 34.89 0.983 
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3.6. The effectiveness of edge-guided 

To evaluate the edge-guided improvement to proposed EPG-GAN, an ablation study was drawn out 

under the same training and validating setting. Firstly, to evaluate the effectiveness of the edge-guided, 

we designed the Guided1, Guided2 models. In the Guided1 model, edge-guided image is not used as 

input. It is very difficult to generate high-resolution images directly in this case, so we reduced the target 

resolution of the generated image to 4×4 and adapt a simple backbone in this model. Meanwhile, we 

used a random vector as the new input. Therefore, we designed the Guided2 to compare the edge-guided 

in terms of the performance of the generated image. 

As shown in Figure 7, Guided1 model takes a randomly initialized vector as input in epoch 1. The 

data distribution of this new input is completely different from that of the real image, so it is very time 

consuming for the generator searching through the whole hidden space of the real images to find a 

distribution that satisfies the discriminator. From epoch 1 to epoch 200, the generator explores the hidden 

space and eventually finds a data distribution that is approximately to the color distribution of the real 

image. But the generated image is totally not the same as the real image. The generator adjusting the 

image details and structure in order to be similar to the real image during the epoch 300 to epoch 500. 

After a long time of training, the generated image is closer to the real image. The whole process is much 

more time-consuming and ineffective than the process has edge-guided. 

 

Figure 7. Synthetic images (4×4 resolution) without edge-guided. 

In Table 2, the results indicate the edge-guided design of the EPG-GAN (Guided 2) model achieves 

evidently higher performance in all three criteria. The Guided2 model reaches the lowest FID score and 

the highest SSIM score with 18.99 and 0.896, which is significantly better than the Guided1. These 

results indicate that the edge-guided design is effective. 

Table 2. Performance of edge-guided in synthetic images (4×4 resolution). 

Model FID  PSNR  SSIM  

Guided1 59.67 11.19 0.369 

Guided2 18.99 12.28 0.896 

epoch 100

(4×4)

Real

(4×4)

epoch 1

(4×4)

epoch 200

(4×4)

epoch 300

(4×4)

epoch 400

(4×4)

epoch 500

(4×4)
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3.7. Editable synthesis 

Furthermore, we test our model for editable image synthesis. Via customized editing of label maps, our 

EPG-GAN can be used as a convenient tool to simulate various, meaningful mammograms for data 

augmentation. Compared with traditional data augmentation such as image rotation, our GAN-based 

augmentation method can provide greater variability with editable operations and therefore has great 

potential to improve performance. 

Figure 8 shows synthesized example after editing the edge-guided label maps, using the proposed 

EPG-GAN. In INbreast, the early detection of breast cancer (benign or malignant) depends on the 

morphology and the location of lesion region. By adding or changing the position of the lesion region in 

the label map of a normal case, we can create a new case of mass with high fidelity. 

 

Figure 8. Example of editable synthesis. The yellow arrows indicate the changes before and after editing. 

4. Conclusion 

Through the edge-guided design, the proposed EPG-GAN can generate mammograms effectively and avoid 

synthesizing unnatural images in which the edge has blurred areas and distorted structures. Together with 

the progressive growing strategy, the introduction of the fusion block improves the ability that fade the image 

trained by previous step in the next step smoothly to gradually generate high-resolution mammograms. 

Compared with the typical models, EPG-GAN achieves significantly higher PSNR score and SSIM 

score. At the starting stages, the EPG-GAN model leverages the strength of the edge-guided, which 

contributes to efficiently generate mammograms under complex surroundings. Benefiting from the 

progressive growing design, by introducing the fusion block, EPG-GAN fade the image trained by 

previous step in the next step smoothly and make sure that EPG-GAN can gradually generate 

mammograms from low to high resolution. Compared with the pure GAN-based models, EPG-GAN 

performs higher overall results in synthesis high-resolution mammograms. 

The limitation of EPG-GAN is that our model only been tested on INbreast. Testing on other 

datasets with larger scale or different breast densities could be more accurate generalization performance. 

Additionally, the performance on downstream tasks (lesion classification or detection) in breast cancer 

diagnosis is equally important after augment the mammogram datasets. We need to fully test the 
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performance of the enhanced mammogram datasets in these downstream tasks. Finally, the balance 

between contrast, signal-to-noise ratio (SNR), and radiation dose for the synthesis mammograms is 

important, we need to fully test the property of the images. These are our future works to improve our model. 

Furthermore, GAN-based method also shows great application potential in synthesis STEM images 

recently. Khan et al. [52] construct a Cycle-GAN model to synthesis realistic experimental STEM 

images by converting simulated STEM images that achieved the FID score at 0.35. Compered with 

Khan’s model, EPG-GAN can only use experimental STEM images to achieve the same result 

theoretically. Due to the lack of STEM images dataset of our group, it is difficult for us to test the 

performance of EPG-GAN in material. We will test the performance of our method application potential 

in different fields after collecting the dataset. 

In conclusion, the proposed EPG-GAN model achieves the best performance in synthesis high-resolution 

mammograms via its unique edge-guided progressive growing structure which can effectively combine the 

advantages of edge-guided and progressive growing. The EPG-GAN model can help to explore the high-

resolution mammogram dataset augmentation technique and expand its potential for wider application. 
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