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Abstract: Data-driven approaches offer unprecedented opportunities for smart 

manufacturing to facilitate the transition to Industry 4.0-based production. One of the key 

factors affecting the accuracy of machine tools is the thermal error caused by thermal 

deformation. A major heat source among those that cause thermal deformation in machine 

tools is the spindle. Transfer learning plays a key role in developing intelligent systems for 

thermal error prediction in machine tools. In this paper, the opportunities and challenges of 

migration learning for thermal error modeling of spindles are reviewed. The main models of 

transfer learning are discussed, including, and their application to spindle thermal error 

modeling is overviewed. The purpose of this paper is to provide a basic introduction to the 

whole process of thermal error compensation in spindles and to give an overview of the 

different topics of thermal error modeling methods. 
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1. Introduction to data-driven smart manufacturing 

As a symbol of the modern level of mechanical manufacturing, precision machine tools are 

becoming increasingly important. With the continuous development of industrial technology, 

the requirements for machine tool precision are also increasingly high [1]. The final 

processing accuracy of CNC machine tools is affected by many sources of error, which can 

be mainly categorized into:  

(a) geometric and kinematic errors,  

(b) thermal errors,  
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(c) cutting-force induced errors,  

(d) other errors such as the tool wear and the errors induced by assembling and chattering. 

Thermal error is generated by the deformation or distortion caused by the heat and 

temperature rise of the machine components, which is the main factor affecting the stability 

of machine tool accuracy, accounting for about 40%–70% of total machine tool error [2]. 

Nevertheless. Even if the static accuracy of the machine tool is very high, but in use due to 

changes in ambient temperature and the heating of moving parts, etc., will also lead to a 

reduction in the accuracy of the machine tool [3]. However, due to their error items, highly 

coupled and complex generation mechanism, and some of the errors have time-varying and 

dynamic characteristics, so there are still major technical difficulties in the measurement and 

modeling [4].  

Methods for reducing and eliminating thermal errors have been a hot research topic. The 

error compensation method eliminates or reduces the original thermal error by creating an 

artificial error, which has the advantages of wide application range and low cost. There are 

two main categories of thermal error modeling methods: mechanism models and data-driven 

models [5]. The theoretical thermal error model, mainly from the thermal deformation 

mechanism to study, from heat to temperature to thermal deformation of the entire thermal 

deformation process to study the relationship between the three, to optimize the spindle 

structure and can achieve the prediction of spindle thermal error, but the model is more 

complex in the solution process, there is a situation of non-convergence [6]. Data-driven 

thermal error utilizes a learning mechanism to establish a mapping relationship between 

surface temperature and spindle thermal error, which does not rely on much a priori 

knowledge, but rather on easily collected sensor data [7,8]. There is difference in thermal 

error prediction methods based on machine learning, deep learning and transfer learning as 

shown in Figure 1. In recent years, due to the increase of relevant thermal error data and the 

improvement of massively parallel computing capability, the data-driven deep learning based 

thermal error modeling method has gradually become a research hotspot. Data is a key factor 

in the adoption of smart compensation. The training and prediction of thermal error models 

under multiple operating conditions data become a high-dimensional, big data processing 

problem [9]. Deep learning-based thermal error modeling has achieved significant success, 

but the two main issues of data distribution and data availability still need to be considered. 

First, the distributions of training data and test data are assumed to be the same in deep 

learning models. However, in real-world scenarios, operating conditions such as load and 

speed can vary greatly depending on the task [10]. Therefore, the distribution of test data and 

training data is different when collected under different operating conditions. Second, the 

deep learning model's performance depends largely on the amount of labeled data used to 

adjust the model weights and biases [11,12]. However, collecting and labeling a large amount 

of data is a time-consuming and laborious task. The performance of deep learning-based 

thermal error prediction in general is not guaranteed if the problem of data collection and 

labeling under different operating conditions cannot be well solved. 

Transfer learning improves the performance of target learners in the target domain by 

transferring knowledge from different but related source domains [13,14]. This reduces the 



Adv. Manuf.  Review 

 3 

dependence on a large amount of target domain data for constructing the target learner. 

Transfer learning has become a popular and promising field due to its promising 

applications [15]. Although there have been some valuable and impressive thermal error 

modeling applications on transfer learning, these relatively isolated approaches do not 

provide a complete review of the research progress of transfer learning in thermal error 

modeling. Due to the rapidly expanding field of transfer learning, a comprehensive review 

of related research is both necessary and challenging. 

This study reviews the applications, opportunities, and challenges of data-driven 

methods applied to thermal error modeling, focusing on transfer learning methods for thermal 

error modeling. 

 

Figure 1. Differences between machine learning-based, deep learning-based, and 

transfer learning-based thermal error prediction methods. 

2. Intelligent compensation system framework 

The transition to intelligent machining processes requires the development of intelligent 

systems for thermal error modeling and compensation. A typical test setup for a five-degree-

of-freedom thermal error of a spindle is shown in Figure 2 [16]. The test mandrel is mounted 

on the spindle, and the fixture that holds the displacement sensor is bolted to the work table. 

Displacement sensors X1 and X2 are mounted in parallel on one side of the test mandrel and 

Y1 and Y2 are fixed on the other side of the test mandrel. The angle between X1, Y1 and X2, 

Y2 is 90°. With this device it is possible to obtain axial thermal errors (Z-direction), two 

radial thermal errors (X-direction and Y-direction) and two tilt thermal errors. 



Adv. Manuf.  Review 

 4 

 

Figure 2. 5-DOF spindle thermal error typical test equipment. 

2.1. Sensor selection 

In current data-driven thermal error-based modeling, widely used model inputs include 

temperature, power, current, rotational speed, and cutting force [17]. There are many reasons 

that affect the selection of a sensor, including machining conditions, the distance between the 

sensor and the spindle, the difficulty of placing and positioning the sensor, and the presence 

of cutting fluids or dust [18]. A choice can be made between contact and non-contact sensors 

depending on actual requirements. The complex structure of data composed using various 

sensors and machine vision systems makes it challenging to integrate this data [19]. 

2.2. Thermal error compensation 

Error compensation is the process of artificially creating an error to offset the original thermal 

error of a machine tool. Thermal errors of machine tools can be significantly reduced by 

thermal error compensation with low cost and flexible application, which can be 

implemented on machines already in operation [20,21]. For open CNCs, the error 

compensation algorithm can be written into the main CNC program; for semi-closed 

commercial CNCs, an external compensator can be used. For most researchers, external 

compensators are the primary implementation of error compensation. The external 

compensator reads the position, speed and other information needed for real-time 

compensation through the communication protocol of the CNC system, and then calculates 

the compensation amount in real time through the compensator, and writes the compensation 

amount into the CNC system [22]. 
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3. Transfer learning 

3.1. Definitions and notations 

Transfer learning is a learning method mainly for problems with only a few or even zero 

labeled samples in the target domain. As shown in Figure 3, the “knowledge” gained from 

historical tasks can be transferred to existing tasks through transfer learning, enabling cross-

domain knowledge application [23,24]. There are some important definitions of basic 

concepts of transfer learning presented. 

Definition Domain: A domain D is comprised of a feature space X and a marginal 

probability distribution P(X), where X = {x1, x2, ..., xn}, X ∈ X . 

Definition Task: A task T is composed of a label space y and a mapping function f(x) = 

Q(y|x), which represents the conditional probability distribution. 

Definition Transfer learning: In transfer learning, with source domain Ds, target domain 

Dt, source task Ts and target task Tt, knowledge gained from Ds and Ts is used to enhance the 

learning of ft(x) learning in Dt, where Ds ≠ Dt, exclusive or Ts ≠ Tt. Ds = {X s, P(Xs)}. 

 

Figure 3. Illustration on transfer learning-based thermal error prediction. 

3.2. Types of transfer learning 

Data-driven approaches should meet the current needs of the industry in different ways. 

Manufacturing requirements regarding data-driven approaches include these: dealing with 

high-dimensional problems; reducing the possible complexity of the results and providing 

transparent and specific recommendations; adapting to changing environments with 

reasonable effort and cost; and advancing existing knowledge by learning from the 

results [25–27]. The internal and interrelationships of the processes involved and the required 

correlations or causality need to be identified [28]. Deep and transfer learning are two of the 

most important tools to fulfill the above requirements. 
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However, existing methods based on machine learning and deep learning are trained and 

predicted under constant conditions, which often require same distribution among the test 

data and the training data [29]. However, since machine tools often operate under different 

conditions, it is difficult for spindles operating under new operating conditions to directly use 

thermal error prediction models trained under old operating conditions [30]. On the one hand, 

a large amounts of historical data from past operating condition can't be effectively used [31]. 

On the other hand, because of the high cost of collecting data under new operating conditions, 

the general applicability of these methods is undermined [32]. Therefore, it is urgent to have 

an efficient method to predict thermal errors of spindles under different operating conditions. 

A single model is developed without the need to collect many labeled data under 

new conditions. 

Based on the learning methods, transfer learning can be divided into the following four 

broad categories [33]: 

(1) Instance-based Transfer Learning: The samples in the source and target domains are 

transferred by weight reuse. The data samples are repeated for transfer learning depending 

on certain weight generation rules. 

(2) Model-based Transfer Learning: Parameter sharing models for source and target 

domains are utilized. The source and target domains perform the sharing of parameter 

information to realize the transfer approach. This transfer approach is used under the 

assumption that source domain data and target domain data can share certain parameters of 

the model. 

(3) Feature-based Transfer Learning: Source domain and target domain are transformed 

by features into a same space. One is to convert the features of the source domain and target 

domain to each other to narrow the gap between the source and target domains. Another is to 

convert the features of the source domain and target domain into a unified feature space, and 

then classify and recognize them with traditional machine learning methods. 

(4) Relation-based Transfer Learning: Logical network relationships in the source domain 

are utilized for transfer. The relationship is mainly mined and utilized for analogical transfer. 

For relation-based transfer learning, it is necessary to find data in the source domain that 

is similar to the target domain. The weights of these data are adjusted so that they match the 

data in the target domain. The advantage of relation-based transfer learning is that the method 

is simple and easy to implement. The disadvantage is that the selection of weights and the 

similarity measure depend on experience, and the data distribution of the source domain and 

the target domain are often different. However, in the field of thermal error of machine tools, 

due to the diversity of working conditions, the data distribution of the source domain and the 

target domain are often different. In the field of thermal error prediction, the popular methods 

are model-based and feature-based methods. The model-based method achieve transfer 

between different models by tuning and adapting parameters. The feature-based methods 

map them into the same space where they obey the same probability distribution by 

transforming the features.  

The similarity between the target domain and source domain, along with the amount of 

data in the target domain, are crucial indicators for choosing appropriate transfer 
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methods [33]. As shown in Figure 4, the transfer learning schemes for thermal error modeling 

are categorized into four types according to the dataset size and the data similarity between 

source domain and the target domain. In Scenario I (S1), when the target domain dataset is 

large and closely resembles the source domain data, the network weights obtained from 

training on the source domain data can be largely preserved. Building on this, a satisfactory 

transfer learning thermal error prediction model can be achieved in the target domain by 

conducting several batches of training with the target domain data. In Scenario II (S2), the target 

domain data closely resembles the source domain data, making the transfer process similar 

to S1. However, fewer batches of target domain data are required to achieve a satisfactory 

transfer learning thermal error prediction algorithm in the target domain. In Scenario III (S3), 

the target domain dataset is small and has low domain similarity, training the network directly 

in the target domain makes it challenging to achieve the desired prediction goal. By 

transferring as many weights as possible from the network trained in the source domain and 

fine-tuning with a small amount of target domain data, the new network can more easily 

leverage information from the source domain, thereby increasing the likelihood of achieving 

the desired prediction goal. In Scenario IV (S4), the domain similarity is low but the target 

domain dataset is large enough. The use of network weights obtained from the source domain 

may result in the entire network weights being at a local optimum. A more reasonable 

approach would be to transfer only the network structure and reinitialize the weights 

for training. 

 

Figure 4. Transfer learning thermal error prediction algorithm scene diagram. 

4. Applications of transfer learning in thermal error modeling 

In the field of thermal error prediction based on transfer learning, popular approaches are 

model-based and feature-based approaches. The former realizes the transformation between 

different models by adjusting and adapting the parameters. Feature-based methods, on the 

other hand, map the features to the same space by transforming them so that they obey the 

same probability distribution. 



Adv. Manuf.  Review 

 8 

4.1. Thermal error prediction with model-based transfer learning 

Transfer learning, although developed in 2009, has only recently been used for feature 

extraction in thermal error modeling of machine tools. While retaining the data attributes, the 

features are projected into a low-dimensional potential space to uncover the principal 

characteristics of different domains under various operating conditions. Model-based transfer 

between different models is achieved by tuning and adapting the parameters. 

Deep learning extracts hierarchical representations of features from raw data, whereas 

transfer learning offers an effective method for applying learning tasks across different but 

related datasets. It is important to note that deep transfer learning and multitask learning have 

different aspects [34]. Deep transfer learning aims to minimize the distributional differences 

between the source and target domains to enhance the classification accuracy. On the other 

hand, multi-task learning primarily emphasizes leveraging multiple features from source data 

during training to enhance the reliability of the metrics. Liu et al. [35] proposed the spotted 

hyena differential optimization algorithm (DSHOA), which utilizes a chaotic initialization 

strategy, differential variational operator, and nonlinear control factors to optimize the 

hyperparameters of the DRLSTMN. As shown in Figure 5, the thermal error prediction model 

is developed for machine tool #1, while a transfer learning model is created for machine tool 

#2 to improve the model's robustness. It is practical to fine-tune the dense layer of the pre-

trained model to transfer the thermal error model from machine tool #1 to machine tool #2 

using the transfer learning approach. Afterward, the transfer learning model can be retrained 

with minimal experimental data on machine tool #2. The parameters of some CNN and 

LSTM layers were frozen and the corresponding parameters of CNN, LSTM and Dense 

layers were retrained using the small volume of error data from machine tool #2. 

 

Figure 5. Domain-specific thermal feature alignment based on Gram matrix [35]. 

Reprinted with permission [36]. Copyright© 2022 Elsevier. 

Liu et al. [36] proposed a thermal error model for the main axis and c-axis based on a 

transfer learning model (TLM) of sooty tern optimization (STO)-bilinear temporal 

convolutional network (BTCN). As shown in Figure 6, the parameters of the well-trained STO-

BTCN model are shared and migrated to the model for the new working condition. Two BTCN 

layers are locked, restricting parameter updates in these layers to further shorten training time. 

Transfer learning also enhances the model's robustness and generalization capabilities. 
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Figure 6. Transfer learning of BTCN [36]. Reprinted with permission [36]. 

Copyright© 2022 Elsevier. 

4.2. Thermal error prediction with feature-based transfer learning 

Feature-based transfer maps feature by transforming them into the same space where they 

obey the same probability distribution. In practice, the modeled machine tool may be 

different from the actual machine tool for which the thermal error prediction was 

performed [37]. This means that the differences between different machine tools can affect 

the thermal error prediction. Fortunately, with the help of migration algorithms, laboratory 

thermal error prediction models can be translated to the factory floor. Thus, thermal error 

prediction models are created for factory applications [38]. For this reason, several literatures 

have proposed transfer learning based thermal error prediction for spindle thermal error 

prediction between different machine tools. 

Li et al. [39] use temperature field data from a small number of idle states and many 

stopped states of a machine tool to predict thermal errors, and propose a domain adaptive 

module to learn common features for different operating conditions as shown in Figure 7. 

The two modules share the output from the feature extractor. The convolutional layer in the 

feature extractor automatically learns the features from the data. A regression model is fitted 

to the thermal error based on the extracted features. The domain adaptive module learns 

domain invariant features by concatenating the features extracted by the convolutional layer. 

The difference between the two domains is estimated by the MMD metric. The formula for 

MMD is as follows: 
s t

s t

1

s t

1

1 1
( , ) ( ) ( )= 

N N

i j

i js t

MMD x x
N N= =

 −  X X

 
(1) 

where Ns and Nt represent the number of samples in the source domain Xs and the target 

domain Xt, respectively, while φ(∙) represents the function of the feature extractor and the 

fully connected layer. 
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Figure 7. Deep transfer learning with feature-based transfer learning [39].  

Due to the scarcity of labeled samples, transfer-domain adaptive methods have been 

applied to the prediction of thermal errors of machine tools under complex industrial 

conditions. However, the existing studies are largely based on the assumption that the target 

distribution is given and unchanging, which violates the fact that the working conditions in 

real production may change over time. Mao et al. [40] proposed a dynamic domain adaptive 

(SMDDA) thermal error prediction scheme based on subspace metrics in real time. A suitable 

feature mapping space is constructed to realize the alignment of the regression features. For 

the thermal feature F with d dimension and regression ground truth Y, the parameter ϕ of the 

linear regression layer Y = Fϕ can be estimated by the closed-form solution of ordinary 

least squares 

 
T 1 T= ( )− F F F Y  (2) 

where FTF ∈ R d×d represents the Gram matrix, and (·) −1 is an inverse operation. 

The feature subspace is constructed in a way that breaks through the limitations of the 

traditional domain adaptive methods in the thermal error prediction problem. Based on the 

closed-form least squares solution of linear regression, the pseudo-inverse low-rank property 

is utilized to align specific subspaces of the inverse Gram matrix, i.e., angle and scale 

alignment, instead of directly aligning the original feature embeddings. Aligning the angles 

and scales of features in a specific subspace improves the generalization performance of the 

transfer learning model while maintaining a high prediction accuracy. 

As shown in Figure 8, Wang et al. [37] proposed a fast transfer learning-based modeling 

method for obtaining the power consumption model of a target machine tool. After deriving 

the power consumption model of the source machine tool through detailed experiments, this 

method requires only a small number of experiments to obtain the power consumption model 

of the target machine tool. It significantly enhances modeling efficiency and has been 

experimentally validated on various machine tools. 
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Figure 8. Transfer learning for predicting the power consumption of machine tools [37]. 

Reprinted with permission [37]. Copyright© 2024 Springer Nature. 

Ma et al. [41] proposed a multicore joint maximum mean difference (MKJMMD) 

measure to minimize the distributional differences between the source and target domains. 

As shown in Figure 9, this approach enables a prediction model initially built on the source 

domain to adaptively and effectively predict outcomes in the target domain. The effectiveness 

of the proposed method is validated against other comparative methods by 12 transmission 

tasks with four operating condition data sets in the target domain where thermal error data 

are not available. The results demonstrate that the method addresses the challenge of having 

no labeled thermal error samples and outperforms other methods. A linear combination of 

multiple kernel functions is used to compute the MK-JMMD metric. This approach enables 

the model to capture various aspects of the data distribution and facilitates a more 

comprehensive alignment between the source domain and target domain. The source and 

target domains are mapped into the reproducing kernel Hilbert space (RKHS) using kernel 

functions in the JMMD metric. The joint probability distribution of the adaptive layers of the 

network is then aligned. 
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Figure 9. The framework of the proposed DJDAN [41]. Reprinted with permission [41]. 

Copyright© 2024 Elsevier. 

5. Conclusions 

An overview of the development of transfer learning-based thermal error in machine tools is 

summarized in this paper. Data-driven thermal error modeling methods are drawing a great 

deal of attention in both academia and industry. Many transfer learning algorithms have been 

applied to thermal error prediction, fault diagnosis, condition monitoring, and lifetime 

prediction of machine tools. Based on these results, transfer learning has become a hot 

research topic in the field of thermal error modeling. Feature-based transfer learning 

techniques and model-based transfer learning techniques have been widely used for thermal 

error prediction in machine tools. A detailed systematic guide is provided for researchers and 

practitioners who are about to start or expand their work on thermal error prediction by 

addressing the entire lifecycle of transfer learning, including data selection, data 

transformation, and model selection from transfer learning. Common transfer learning 

methods are presented and discussed, providing researchers and practitioners with options 

for appropriate data selection and transformation. Different transfer learning architectures are 

developed for different applications. Some requirements and recent advances in deep transfer 

learning are presented. Although the effectiveness of these methods has not been thoroughly 

assessed, transfer learning remains at the academic forefront of thermal error prediction. 

Further research is needed for spindle speeds and actual cutting conditions for different 

speed spectra. 
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