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Highlights: 

⚫ A novel transfer learning-enhanced PINN method is proposed.  

⚫ This method can predict the melt pool morphology in selective laser melting. 

⚫ This method exhibits higher efficiency than conventional PINN and simulation methods. 

⚫ The performance of this method is superior to mainstream data-driven methods. 

Abstract: The profile of the melt pool is essential in selective laser melting (SLM) to control the process 

quality and avoid defects. Physics informed neural network (PINN) method is proposed to address 

challenges in various science and engineering problems when traditional numerical calculations are 

time-consuming, or deep learning (DL) methods have high demand for data. However, SLM process 

involves many complex physical phenomena. Low-fidelity data from low-fidelity models struggle to 

accurately reflect these phenomena, while high-fidelity data from high-fidelity models contains more 

physical equations, making it difficult for current PINN. This article proposed a transfer learning-

enhanced PINN (TLE-PINN) method using high-fidelity data for precise and fast melt pool prediction. 

It contains the enhanced PINN (EPINN) and transfer learning framework. The EPINN model integrates 

the heat transfer law and boundary condition to loss function, imposing strong physical constraints on 

data. Then, the transfer learning framework, combining the concepts of PINN and DL, initially trains 

with PINN and then further fine-tunes it using DL method. Notably, it only uses a single model, which 

is more convenient to traditional methods that require two models. The developed solution demonstrates 

outstanding performance when compared with experiments and existing methods, showing significant 

potential for industrial applications. 
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1. Introduction 

With the rapid advancement of laser manufacturing technology, selective laser melting (SLM) has 

emerged as an advanced surface processing method. SLM offers several advantages in manufacturing 

metal components and enhancing surfaces, including high precision, efficiency, minimal heat-affected 

zones, and energy savings [1]. SLM is extensively utilized in the automotive, aerospace, and other 

industries [2]. Notably, the size of the melt pool and the distribution of temperature are pivotal factors 

influencing sample quality, performance, and processing efficiency in SLM [3]. Additionally, various 

coating functions, such as corrosion and wear resistance, can be achieved by controlling the melt pool 

size. Therefore, research on melt pools in the SLM process is particularly important. 

SLM is a multi-scale, multi-physics process. Numerical analysis, a well-established method, is 

used to predict melt pool formation and properties through mathematical modeling [4,5]. For example, 

Ping et al. developed a multi-physics model to investigate the solidification process during the laser 

welding of 5083 aluminum alloy [6]. Qing et al. developed a multi-scale model that integrates 

conductive heat transfer and dendritic solidification to simulate the fused deposition process in 3D 

printing [7]. However, traditional numerical methods require considerable time and high-performance 

computing frameworks to solve complex multi-scale, multi-physics models, which cannot meet 

industrial demands. 

With advancements in artificial intelligence, deep learning (DL) methods have become widely utilized 

in industrial applications[8,9]. Notably, physics-informed neural networks (PINNs), which incorporate 

physical laws into the loss function, exhibit superior performance in science and engineering [10–14]. For 

instance, Seid et al. applied PINN models to solve the heat conduction equation and provided a novel 

computational framework that can reliably and quickly predict results after adequate training [15]. Li et al. 

developed a PINN model that predicts the temperature field during the laser metal deposition process 

without requiring labeled data [16]. Wang et al. proposed a physics-informed machine learning method 

that connects related parameters in selective laser melting to effectively predict quality characteristics [17]. 

Akbari et al. developed a physics-aware machine learning method to predict melt pool shape and 

geometry in metal additive manufacturing [3]. Hosseini et al. use PINNs for thermal analysis in laser 

powder bed fusion [18]. Jagtap et al. [19] introduces adaptive activation functions for PINNs, enhancing 

the approximation of smooth and discontinuous functions as well as solutions to nonlinear partial 

differential equations. 

Although the aforementioned methods contribute to solving certain simulation models, most PINN 

methods, due to their simplistic structure, exhibit unacceptable performance when dealing with industrial 

applications that involve complex physical information, such as laser processing. For example, Jiang [20] 

proposed the PINN method for predicting the melt pool morphology performs well with low-turbulence 

effect cases while performing poorly with high-turbulence effect cases. Zhu [21] proposed the PINN 

method for predicting the melt pool morphology performs in high-turbulence effect cases, and its train 

speed and efficiency can be further improved. Therefore, further improvements are needed. 

With the rise of transfer learning techniques, these methods have been applied in various fields (e.g., 

computer vision [22], fault diagnosis [23], and deep natural language processing [24]). Transfer learning 

methods can enhance the adaptability and robustness of models by utilizing different types of data or 

models, such as fine-tuning pre-trained models or using existing features for training [25]. 
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In light of the above discussion, this article proposes a transfer learning-enhanced PINN (TLE-PINN) 

method for training high-fidelity data. It incorporates an enhanced PINN (EPINN) model and a transfer 

learning framework to achieve accurate melt pool prediction in SLM. The primary innovations and 

methodologies of this study are as follows: 

(1) EPINN model. The EPINN model incorporates heat transfer laws and boundary conditions, 

including the laser-activated surface and other insulating surfaces, into the loss function, providing 

strong physical constraints on the data. Additionally, a locally adaptive activation function is applied to 

the network to enhance convergence performance during the training process. 

(2) Transfer learning framework. The proposed transfer learning framework combines concepts from 

both PINN and DL methods. Notably, unlike traditional transfer learning methods that use two models for 

parameter transfer, the proposed framework employs only a single model for implementation. Specifically, 

the PINN model is first trained using high-fidelity data, and then the last layer parameters are updated 

using DL methods while keeping the other layer parameters frozen. The proposed method effectively trains 

high-fidelity data, enhances training speed, and prevents overfitting during the training process. 

(3) Experimental validation. To validate the effectiveness of the TLE-PINN method, SLM 

experiments with laser scanning speeds of 1–9 mm/s were conducted, and the corresponding melt pool 

profiles were obtained for validation. Meanwhile, related methods such as PINN and data-driven 

approaches were also applied and compared to the proposed method across different aspects. Additionally, 

to validate the effectiveness of the high-fidelity model, a low-fidelity model is established for comparison. 

The developed solution demonstrates superior performance compared to existing methods and shows 

significant potential for industrial applications. 

2. Mathematical modeling 

2.1. Governing equations 

During the SLM process, laser energy is applied to the upper surface of the sample, causing localized 

heating and melting of the surface. Subsequently, fluid flow driven by surface tension is induced. The 

governing equations of the high-fidelity model incorporate heat transfer, fluid flow, and mass exchange 

between different phases. The conservation equations for mass, momentum, thermal energy, and solute 

transport are defined as follows: 
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in which, ρ is the density of liquid metal (kg/m3). ui and uj are the velocity field in direction i and j (i, j 

= 1,2,3) (m/s). μ is the dynamic viscosity of liquid metal (N∙s/m2). t is the time (s). x is the spatial 

coordinate (m). c is the specific heat capacity (J/(kg‧K)). T is the temperature. K is the thermal 
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conductivity. D is the mass diffusion coefficient. Sui, ST, and SC are the source terms in the conservation 

equations for momentum, thermal energy, and solute transport, respectively.  
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in which B is a very small positive number introduced to avoid division by zero. Vscan is the laser scanning 

speed. βT and βC are the volume expansion caused by temperature gradient and concentration gradient, 

respectively. Defining the liquid mass fraction as fl  

1

0

l

s
l s l

l s

s

T T

T T
f T T T

T T

T T

 


−
=  

−
 

，

，

，

 (6) 

The individual physical quantities of the solid-liquid mixture in the melt pool are calculated according 

to the following equation 
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To speed up the calculation and simplify the calculation process, the liquid phase density and solid phase 

density of 42CrMo are set equal. When the effect of turbulence in the melt pool is taken into account, 

the turbulent kinetic energy equation k and the turbulent dissipation rate equation ɛ can be written as 

Equation (9) and (10), respectively. 

( )( )
[( ) ]i T

k

i i K i

u k vk k
S

t x x x


 



  
+ = + +

   
 (9) 

( )( )
[( ) ]i T

i i i

u v
S

t x x x




  
 



  
+ = + +

   
 (10) 

in which ɛ and k are the turbulent dissipation rate and the turbulent kinetic energy. vT is the eddy 

viscosity. σT is the energy Planck number. Sk and Sɛ are the source term of turbulent energy equation and 

turbulent dissipation rate, which can be expressed as 
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where P = 2vT𝑆ij𝑆ij. vT is the eddy viscosity. 𝑆ij is the average strain rate tensor. 

2.2. Boundary conditions 

The input energy, represented by the laser beam, can be approximated as an axisymmetric Gaussian 

distribution, which is expressed as follows: 
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in which Q is the laser power. rb is the radius of the input laser beam. ղ is the laser absorption coefficient. 

Then, the heat loss due to convective heat transfer is described as 

4 4
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where hc is the thermal convection coefficient. σb is the Stefan-Boltzmann constant. Te is the ambient 

temperature. Accordingly, the energy boundary condition at the sample's upper surface can be expressed 

as follows: 

laser loss

dT
K q q

dz
= −  (14) 

The energy boundary condition for the remaining surfaces is natural convection. Given that the upper 

surface of the melt pool is assumed to be flat, the Marangoni convection boundary condition is expressed 

as follows: 
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in which fl is the liquid mass fraction. Related details can be seen in [20,26]. 

2.3. Developed simulation program 

The 3D high-fidelity heat transfer models are developed using the finite volume method and 

implemented in FORTRAN, and their computed results are shown in Figure 1. The CW laser performs 

a single pass scan at a relatively slow speed along the x-axis on the upper surface of the sample according 

to Figure 1a,b. The melt pool morphology and heat affected zone can be seen in the cross-section of the 

sample according to Figure 1c. The simulation parameters utilized in this study are derived from [20,26], 

as presented in Table 1. These parameters were calibrated by the researchers and adjusted based on the 

consistency between the computed results and experimental data. The adjusted computational results are 

consistent with the experimental data and can be utilized as input data for the proposed algorithm. The 

simulation models discussed in this study are listed in Table 2, in which the high-fidelity model includes 

all governing and boundary equations outlined in Sections 2.1 and 2.2, while the low-fidelity model 

excludes those related to turbulence effects. 

CW laser scanning 

direction.

5 mm/s

(a)

(b)

(c)

CW laser scanning direction

Melt pool

Heat affected zone

 

Figure 1. (a) 3D high-fidelity heat transfer model. (b) Temperature distribution in the surface of 

the sample. (c) Melt pool morphology and heat affected zone in the cross-section of the sample. 
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Table 1. Material and laser properties in this paper. 

Parameter Value 

Thermal conductivity of solid 40.5 W(m∙K) 

Solidus temperature 1420 K 

Specific heat of solid 470 J/(kg∙K) 

Thermal conductivity of liquid 22 W(m∙K) 

Liquidus temperature 1460 K 

Specific heat of liquid 700 J/(kg∙K) 

Density 7800 kg/m3 

Emissivity 0.2 

Effective radius of the laser 0.5 mm 

Stefan-Boltzmann constant 5.67×10−8 

Ambient temperature 298 K 

Table 2. The simulation models discussed in this article. 

Low-fidelity model 3D heat transfer model without turbulence 

High-fidelity model 3D heat transfer model with turbulence 

3. Proposed algorithm 

3.1. Input data 

The EPINN architecture is illustrated in Figure 2a. The input data includes both temperature-unlabeled 

and temperature-labeled datasets. Specifically, the temperature-unlabeled data consist of experimental 

spatial coordinates (x, y, z) and laser scanning speed (v). These are used to fit the governing and boundary 

condition equations. Temperature-labeled data consist of (x, y, z, v) and the temperature (T), which are 

sampled from the high-fidelity model. These are utilized to solve the governing, boundary condition, 

and residual equations. 
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Figure 2. (a) Enhanced PINN architecture. (b) TLE-PINN framework. 
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3.2. Enhanced PINN 

The EPINN model is designed to address the limitations of deep learning (DL) methods, which have a 

high demand for data, and conventional physics-informed neural networks (PINNs), which are 

inefficient and impose weak physical constraints. It is particularly effective for high-fidelity data that 

contains rich physical information. The EPINN model comprises five hidden layers, each with 100 

neurons. The predicted temperature (T) serves as the output layer. During training, the Swish function is 

employed as the activation function, and automatic differentiation [27] is used to compute the differential 

terms. Specifically, the locally adaptive activation function [19,28] is applied to enhance the training 

speed and improve network convergence, which can be expressed as follows: 

( ( ))
T

n n n n n
a w x b +  (16) 

in which σn is the activation function. xn is the input neurons. wn and bn are the weight and bias of 

neurons, respectively. ai is the trainable hyper-parameter. Unlike in general networks where ai=1, the 

slope of the original activation function in the EPINN model can be optimized by training an. This 

optimization enhances training quality. Additionally, wn, bn and an are updated using stochastic gradient 

descent, with optimization performed via the ADAM optimizer followed by L-BFGS. This process 

further improves network convergence. 

The loss function, which incorporates physical laws to update network parameters during the back-

propagation process, primarily consists of three components, as illustrated in the Figure 2a. First, the 

conservation of thermal energy as given in (3), and its residual equation 𝐹 and mean squared error (MSE) 

loss LGE are expressed as 
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Given that complex governing equations can complicate the training process, the heat transfer equation 

can be simplified by omitting the fluid flow term, as suggested in [20,26]. Second, the residual equation 

for the laser action surface boundary condition can be expressed as  

( )
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The residual equation for the boundary condition of the five insulating surfaces can be written as follows: 
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in which ni is the outward normal direction on the boundary. Therefore, the MSE equation for the 

boundary condition can be expressed as follows: 
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Third, the residual equation between the predicted temperature T and the true temperature T is written 

as follows:  
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Consequently, the loss function can be expressed as follows: 

1 2 3GE BC Data
L L L L  = + +  (22) 

where λ1, λ2, and λ3 are the weights of LGE, LBC, LData, respectively. The main improvements of the 

EPINN are as follows: 1) The heat transfer equation and the boundary condition equations, including 

those for the laser action surface and five insulating surfaces, are incorporated into the loss function. 

This incorporation provides the model with stronger physical constraints on the training data. 2) The 

locally adaptive activation function method is employed to enhance convergence speed and accuracy. 

3.3. TLE-PINN method 

The high-fidelity model aligns more closely with experimental results compared to the low-fidelity model 

(see Section 5.1 for the corresponding conclusions). Notably, low-fidelity data from low-fidelity models 

converge easily during the training process due to fewer physical equations, whereas high-fidelity data 

from high-fidelity models present convergence challenges because they encompass more physical 

equations. To adequately train high-fidelity data, the proposed TLE-PINN method integrates the 

concepts of DL and PINN methods, as illustrated in Figure 2b. In Step 1, high-fidelity data is used to 

train the EPINN and update the parameters θS, as illustrated on the left side of Figure 2b. In Step 2, the 

well-trained parameters θS except for those in the last layer, are frozen, and the features are preserved. 

Next, DL training methods are applied to further update the last layer parameters θM as illustrated on the 

right side of Figure 2b. Specifically, physical constraint equations are removed, leaving only the residual 

equation for the high-fidelity data. The proposed method not only improves training speed but also 

ensures training accuracy. 

4. Experimental setup 

4.1. Experimental setup 

The SLM system is illustrated in Figure 3a,b and includes a continuous laser, a movable platform, 

shielding gas, and the sample 42CrMo. First, the sample 42CrMo is fixed on the movable platform. Next, 

the continuous laser is activated to focus the beam onto the sample surface, inducing melting and 

subsequent solidification. Simultaneously, the movable platform is moved along the x-axis to cover and 

process the entire sample surface. The relevant laser parameters, determined through several 

experiments, are shown in Table 1. This paper presents experiments on laser scanning speeds ranging 

from 1 mm/s to 9 mm/s. 

Melt pool

Heat affected zone

500μm1 mm/s 2 mm/s 3 mm/s

4 mm/s 5 mm/s 6 mm/s

7 mm/s 8 mm/s 9 mm/s

(a)
CW Laser Ar

Mobile platform

42CrMo

CW laser

ArAr

X

ZY

Mobile platform

(b) (c)

42CrMo

 

Figure 3. (a),(b) Experimental setup. (c) Experimental melt pool morphologies of laser scanning 

speeds 1–9 mm/s. 
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4.2. Experimental sample 

In this study, 42CrMo steel (30 mm × 24 mm × 3 mm) is used for the experiments. 42CrMo steel is 

known for its excellent processing and fabrication properties, and its chemical composition is provided 

in Table 3. To ensure accurate experimental results, the oxide layer and contaminants are removed from 

the surface of the 42CrMo steel using sandpaper and acetone prior to SLM. 

Table 3. Chemical composition of 42CrMo. 

Chemical material Cr Mo C Si Mn P S 

Mass percentage (%) 0.92 0.18 0.40 0.30 0.65 0.025 0.025 

After SLM, electrical cutting is performed perpendicular to the ablation marks left by the laser on the 

sample surface. Subsequently, metallographic samples are prepared through mechanical grinding, 

polishing, and etching. The cross-section of the melt pool and the temperature distribution are subsequently 

analyzed, as depicted in Figure 3c. The melt pool (innermost layer, with temperatures higher than 1460 K) 

and the heat-affected zone (sub-innermost layer, with temperatures between 1220 K and 1460 K) are 

clearly visible [20,29]. As laser scanning speeds increase, both the melt pool size and the heat-affected 

zone decrease because the area is irradiated for shorter durations, which limits energy accumulation. These 

results are used to validate the effectiveness of the proposed method in subsequent sections. 

5. Results and discussion 

5.1. Experiment and simulation results 

5.1.1. Effects of high-fidelity model 

The comparison between the low-fidelity and high-fidelity models at a laser scanning speed of 1 mm/s 

is shown in Figure 4. Turbulence-driven enhancements in viscosity and heat conduction improve the 

model’s thermal transfer efficiency, convective effects, and fluid dynamics [30]. These changes 

subsequently affect temperature distribution and the size of the melt pool. Clearly, the equivalent 

viscosity coefficient of the high-fidelity model is higher than that of the low-fidelity model (Figure 4a) due 

to turbulence-induced enhancement. Similarly, the equivalent thermal conductivity of the high-fidelity 

model is higher than that of the low-fidelity model (Figure 4b) due to turbulence-induced enhancement. 

Temperature curves at the center of the sample surface and the cross-section for both high-fidelity and 

low-fidelity models along the laser scanning track are shown in Figure 4c,d. In the region outside the 

melt pool (temperatures below 1460 K), where turbulence effects are minimal, the temperature profiles 

of the two models are nearly identical. In the melt pool area (temperatures above 1460 K), where 

turbulence effects are significant, the low-fidelity model has higher temperature values compared to the 

high-fidelity model. 
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Figure 4. Comparison of high-fidelity model and low-fidelity model. (a) Equivalent viscosity 

coefficient. (b) Equivalent thermal conductivity. (c) Temperature curves along the sample surface. 

(d) Temperature curves along the sample cross-section.  

5.1.2. Comparison of experiment and simulation results 

The comparison of low-fidelity and high-fidelity models with experimental results at laser scanning 

speeds of 1–9 mm/s is shown in Figure 5a,b. Turbulence enhances both heat and mass transfer. Outside 

the melt pool, the high-fidelity models show higher temperatures than the low-fidelity models at low 

scanning speeds, where turbulence effects are minimal. In the melt pool area, the high-fidelity models 

are more consistent with the experimental results compared to the low-fidelity models. The melt pool 

size (including width and depth) for both models and experiments is shown in Figure 5c. In contrast, the 

high-fidelity models more accurately match the experimental sizes. Thus, the high-fidelity models are 

more accurate and consistent with the experimental results. 
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Figure 5. Melt pool morphologies of high-fidelity model and low-fidelity model in laser scanning 

speeds of 1–9 mm/s. (a) High-fidelity model. (b) Low-fidelity model. (c) Melt pool size for 

experiment, high-fidelity model, and low-fidelity model. 
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5.2. Effects of the proposed method 

To validate the effectiveness of the proposed method, comparative analyses were conducted using 

additional methods at laser scanning speeds ranging from 1–9 mm/s, as presented in Table 4. 

Table 4. Methods discussed in this paper. 

Proposed 1) EPINN with high-fidelity data. 2) DL with high-fidelity data. 

PINN/Low-fidelity data PINN with low-fidelity data 

PINN/Unlabeled data PINN without labeled data 

5.2.1. Effects of the transfer learning framework 

High-fidelity data from high-fidelity models contains more physical equations, resulting in a slower 

convergence speed compared to low-fidelity data from low-fidelity models. The convergence speed of the 

model is critical for determining its real-time performance and efficiency in industrial applications. The 

loss function curves of the compared methods are illustrated in Figure 6a. The proposed method involves 

two steps: 1) Training the EPINN model using high-fidelity data, and 2) Freezing the well-trained parameters 

except for the last layer, after which DL training methods are applied to further update the last layer 

parameters. In Step 1, the proposed method involves training the EPINN model using high-fidelity data. 

Clearly, the loss function value of the proposed method decreases more rapidly compared to the traditional 

PINN model, benefiting from the use of the locally adaptive function as described in Equation (11). This 

function effectively improves the convergence speed of the model. The PINN model using low-fidelity 

data converges faster than the model using high-fidelity data because low-fidelity data includes fewer 

physical equations. In Step 2, the loss function curve of the proposed method decreases significantly 

because the physical constraint equations are removed from the loss function, leaving only the residual 

equation for temperature-labeled data to further update the last layer parameters of the EPINN model.  

The model size and training time of the above methods are shown in Figure 6b,c. As obviously, the 

model size and training time of the PINN methods are much lower than those of the high-fidelity model, 

which demonstrates the superiority of the PINN methods. Particularly, the proposed method has the 

shortest training time compared to other PINN methods benefiting from the use of the transfer learning 

framework. To compare the prediction accuracy, the average of the maximum deviation between the 

predicted results and simulations for laser scanning speeds of 1–9 mm/s is computed and is shown in 

Figure 6d. In contrast, the proposed method has the lowest deviation, which demonstrates higher 

predicted accuracy compared to other PINN methods. Thus, the effective combination of DL method 

and PINN method using the transfer learning framework can significantly improve the training speed 

and prediction accuracy of the PINN method.  
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Figure 6. (a) Loss function curves of the compared methods. (b) Model size of the compared 

methods. (c) Training time of the compared methods. (d) Mean maximum deviation in speeds of 

1–9 mm/s of the compared methods. 

5.2.2. Comparison with melt pool size 

The predicted results of the compared methods are shown in Figure 7. The proposed method employs 

EPINN to impose strong physical constraints on the data, followed by the application of transfer learning 

techniques combined with DL methods for further training. This approach improves prediction accuracy, 

particularly in the melt pool region, which contains complex physical information. The temperature field 

predicted by the proposed method closely matches that of the high-fidelity model among the compared 

methods. The PINN/Low-fidelity data method utilizes training data that lacks turbulence effects, leading 

to a concentrated temperature distribution in the melt pool region. As a result, the temperature field 

outside the melt pool is lower when compared to the high-fidelity model. The PINN/Unlabeled data 

method, due to the lack of temperature-labeled data for training, struggles to accurately predict models 

containing complex physical information. 
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Figure 7. Melt pool morphologies of the compared methods at a laser scanning speed of 1 mm/s 

in (a) X-planes, and (b) Y-planes.  
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The compared methods and experimental results are shown in Figure 8a. In contrast, the melt pool 

profiles predicted by the proposed method closely match the experimental results. The PINN/Low-fidelity 

data method exhibits a higher deviation compared to the proposed method and the PINN/High-fidelity data 

method, which is attributable to reduced accuracy due to the lack of turbulence effects in the training 

data. The melt pool profile trend predicted by the PINN/Unlabeled data method is similar to the 

experimental results, but its size deviation is larger. The melt pool size (including width and depth) for 

the compared methods and experiments at laser scanning speeds of 1–9 mm/s is shown in Figure 8b. 

The proposed method exhibits the lowest melt pool size deviation in most cases among the compared 

methods. The PINN/Low-fidelity data method, which utilizes training data without turbulence effects, 

exhibits a higher deviation compared to the proposed method. The PINN/Unlabeled data method, which 

solves the simplified heat transfer and boundary condition equations using only temperature-unlabeled 

data, shows significant size deviations in experimental comparisons. 
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Figure 8. Comparison of the compared methods with experimental results. (a) Melt pool 

morphologies at a laser scanning speed of 1 mm/s. (b) Melt pool size at laser scanning speeds of 

1–9 mm/s. 

5.2.3. Temperature field 

The temperature field curves at the center of the sample surface along the laser scanning track for the 

compared methods and high-fidelity models at laser scanning speeds of 1–9 mm/s are shown in Figure 9. 

The melting point of 42CrMo is 1460 K. According to the high-fidelity model, the maximum 

temperature occurs at the center of the melt pool (where x = 0 mm). The temperature gradually decreases 

as the distance from the melt pool center increases. The PINN/Unlabeled data method, due to the lack 

of temperature-labeled data for training, struggles to accurately model complex physical systems, 

resulting in high temperature deviations from the high-fidelity model. In the low-temperature region 

(temperatures below 1460 K), where turbulence effects are weak, all three methods show good 

agreement with the high-fidelity model, with slight deviations. However, near the center of the melt pool 

(x = 0 mm), where turbulence effects are strong, the PINN/Low-fidelity data method, which uses low-

fidelity data without turbulence effects, shows high deviation, especially at x = 0. The proposed method, 

which combines the EPINN model with a transfer learning framework for training high-fidelity data, 

exhibits the lowest temperature deviation. 
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Figure 9. Temperature curves at the center of the sample surface along the laser scanning track of 

compared methods at speeds of: (a) 1 mm/s, (b) 2 mm/s, (c) 3 mm/s, (d) 4 mm/s, (e) 5 mm/s, (f) 

6 mm/s, (g) 7 mm/s, (h) 8 mm/s, and (i) 9 mm/s. 

To further validate the prediction accuracy of the compared methods, the temperature deviation Te 

between the predicted results and the high-fidelity model is calculated as follows [31]: 

, ,

1 ,

1 n
s i d i

e

i s i

T T
T

n T=

−
=   (23) 

in which Ts,i is the temperature value of the high-fidelity model at point i. Td,i is the predicted temperature 

value of the at coordinate point i. n is total number of coordinate points. The average deviation on the 

sample surface for the compared methods at laser scanning speeds of 1–9 mm/s is shown in Figure 10. 

The proposed method exhibits the lowest deviation in most cases compared to the compared methods, 

demonstrating superior performance. The PINN/Low-fidelity data method uses low-fidelity data without 

turbulence effects, which are strong in the melt pool region. In low-speed cases, the melt pool is larger, 

resulting in higher deviation. In high-speed cases, the melt pool is smaller, resulting in lower deviation. 

The PINN/Unlabeled data method shows the highest temperature deviation because it solves the 

simplified heat transfer equation and boundary conditions using only temperature-unlabeled data. 

The temperature gradient along the melt pool depth is crucial, as it significantly impacts the 

formation of the melt pool. Figure 11 shows the temperature curves at the center of the melt pool cross-

section for the compared methods at laser scanning speeds of 1–9 mm/s. The melting point of 42CrMo 

is 1460 K. The high-fidelity model indicates that the temperature gradually increases from the bottom 

to the top (z-axis from 0–3 mm) along the center of the sample cross-section, peaking at the center of 

the melt pool. Similarly, outside the melt pool area (temperatures below 1460 K) where turbulence effects 

are weak, the temperature curves from the compared methods align with the high-fidelity model, except 

for the PINN/Unlabeled data method, which struggles with complex physical models, resulting in high 

deviation. The proposed method shows the lowest temperature deviation compared to the high-fidelity 
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model among all methods, benefiting from the integration of the EPINN model and transfer learning 

framework, which effectively trains the high-fidelity data. 
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Figure 10. Average temperature deviation on the sample surface for the compared methods at 

speeds ranging from 1–9 mm/s. 
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Figure 11. Temperature curves in the center of the melt pool cross-section of compared methods 

at speeds of: (a) 1 mm/s, (b) 2 mm/s, (c) 3 mm/s, (d) 4 mm/s, (e) 5 mm/s, (f) 6 mm/s, (g) 7 mm/s, 

(h) 8 mm/s, and (i) 9 mm/s.  

Figure 12 shows the average temperature deviation in the sample cross-section for the compared 

methods at laser scanning speeds of 1–9 mm/s. Similarly, the PINN/Unlabeled data method exhibits the 

highest deviation because it only solves the simplified heat transfer equation and boundary conditions 

using temperature-unlabeled data. The PINN/Low-fidelity data method shows higher deviation in low-

speed cases, where the melt pool area is larger, and lower deviation in high-speed cases, where the melt 
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pool area is smaller. The proposed method consistently demonstrates the lowest deviation across most 

speed cases compared to the other three methods, highlighting its superior performance. 
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Figure 12. Average temperature deviation in the sample cross-section for the compared methods 

at speeds of 1–9 mm/s. 

5.3. Discussion 

5.3.1. Comparison of proposed method with data-driven methods 

Data-driven methods are introduced below. Method 1 is Random Forest [32], which integrates 

multiple decision trees to reduce overfitting and noise. This approach enhances prediction accuracy and 

reliability, offering significant advantages in advanced manufacturing. Method 2 is XGBoost [33], which 

combines a gradient boosting algorithm with a decision tree model. This combination allows for 

prediction using multiple decision trees, thereby optimizing performance. The average temperature 

deviation on the sample surface and cross-section is calculated according to (18) and shown in Figure 

13a,b. The Random Forest and XGBoost methods, being data-driven models without physical constraints, 

show higher deviation compared to the proposed method when benchmarked against the high-fidelity 

model. Its performance may be improved by increasing the amount of training data or optimizing the 

parameters. To ensure comparability, all methods were trained using the same data volume. 
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Figure 13. Comparison of the proposed method with data-driven methods. (a) Average 

temperature deviation on the sample surface at laser scanning speeds of 1–9 mm/s. (b) Average 

temperature deviation in the sample cross-section at laser scanning speeds of 1–9 mm/s. 
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5.3.2. Model robustness 

To validate the robustness of the proposed method, all methods are applied using temperature-labeled 

data for speed cases of 1–5 mm/s, and then used to predict speed cases of 1–9 mm/s. The deviation of 

the overall sample between these methods and the high-fidelity model are calculated as (18) and is 

depicted in Figure 14. As shown, the deviation of the proposed method is lower than that of the compared 

methods. Notably, the proposed method maintains high accuracy in speed cases of 6–9 mm/s, which 

were not included in the training data, compared to other methods. Therefore, these results demonstrate 

that the proposed method exhibits superior robustness. 
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Figure 14. Average temperature deviation in all regions of the sample at speeds of 1–9 mm/s. 

5.3.4. Generalizability of transfer learning framework 

To validate the effectiveness of the proposed framework, low-fidelity data obtained from the low-fidelity 

model and high-fidelity data are used in the proposed method, named Proposed_MFD. In the first step, 

low-fidelity data is used to train the EPINN and update the parameters θL, as shown on the left side of 

Figure 15. In the second step, the well-trained parameters θL, except for those in the last layer, are frozen, 

and the features are preserved. Next, high-fidelity data is used to further train and update the last layer 

parameters θH, as shown on the right side of Figure 15. 

The results of the Proposed_MFD method are displayed in Figure 16. The melt pool morphologies 

of the Proposed_MFD method and the high-fidelity model at a laser scanning speed of 1 mm/s show 

good agreement in the X-planes (Figure 16a) and Y-planes (Figure 16b). Additionally, the performance 

of the Proposed_MFD method is further validated by calculating the average temperature deviation from 

the high-fidelity model on the sample surface and cross-section at laser scanning speeds of 1–9 mm/s, 

as displayed in Figure 16c,d. The average temperature deviation of the Proposed_MFD method on the 

sample surface and cross-section is approximately 0.03, which is considered low and acceptable. 

Therefore, the proposed transfer learning framework has proven effective and can be flexibly applied in 

industrial applications. 
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Figure 15. The schematic of a multi-fidelity data transfer learning framework. 
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Figure 16. Results of the proposed method with multi-fidelity data. Melt pool morphologies at a 

speed of 1 mm/s in (a) X-planes and (b) Y-planes (the maximum temperature deviation is about 

0.24, mainly in the area away from the melt pool). (c) Average temperature deviation on the sample 

surface at speeds of 1–9 mm/s. (d) Average temperature deviation in the sample cross-section at 

laser scanning speeds of 1–9 mm/s. 

5.3.5. Future work 

The proposed method has demonstrated promising results in accurately predicting melt pool morphology 

and temperature fields through the use of the EPINN model, transfer learning, and high-fidelity model 

data. Nevertheless, several research directions remain open to further enhance the method's performance 

and expand its applicability. Given that SLM is a transient, non-equilibrium physicochemical 

metallurgical process, it poses considerable challenges due to the complex variations in physical fields 

and the evolution of solid-liquid and gas-liquid interfaces [34]. Although current high-fidelity models 

offer valuable insights, they are subject to simplifications owing to computational limitations. Future 

research could aim to refine these models to better capture intricate phenomena, such as phase 

transitions, heat transfer mechanisms, and microstructural evolution. Emerging methods like attention 

mechanisms, known for their ability to enhance focus, convergence, and accuracy, present promising 

opportunities for integration with the EPINN model [35,36]. Currently, the proposed method is applied 

to the cases for laser scanning speed variations. Future work could investigate the method’s application 

to other materials or parameters. SLMs with a large combination of parameters will be further investigate 

to make well predictions. Moreover, with the upgrading and development of computer hardware, the 

proposed method has great potential for on-line prediction. 
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6. Conclusion 

This article proposes the TLE-PINN method, which combines the PINN model with transfer learning 

techniques for accurate and efficient prediction in the melt pool size and temperature distribution during 

the SLM process. First, the EPINN model incorporates heat transfer laws and boundary equations for 

each surface into the loss function. Additionally, it includes a local adaptive activation function in the 

training process. The EPINN model demonstrates excellent convergence speed and strong physical 

constraints on the data. Second, the proposed transfer learning framework integrates physics-informed 

and data-driven methods for training with high-fidelity data, specifically addressing challenges such as 

slow or difficult convergence due to the complexity of physical information and limited data accessibility 

during the SLM process. The effectiveness of the proposed method is validated through comparisons 

with experimental results, numerical models, and state-of-the-art methods, including PINN and DL 

techniques. The comparison results demonstrate that the proposed method exhibits superior performance 

across various aspects, showing significant potential for industrial applications. 
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