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Abstract: Laser-based powder bed fusion (LB-PBF) as-built material properties; residual stresses and 

final component shape are dependent on the thermal history of the printed part. Design and optimization 

of the deposited material thus far depends on experimental trial and error. A systematic approach based 

on model informed optimization is missing; mainly due to the computational expense of resolving the 

scan path and performing the required transient simulations. In this work; the heat conduction equation 

is reformulated to enable accelerated simulations. The laser position and operating conditions are read 

from the build file. The laser trajectory throughout the component is resolved providing 3D temperature 

evolution. Simple demonstration parts exhibiting both hot and cold regions are used to induce different 

metallurgical responses of the deposited IN718. Thermocouples are used to validate calculated 

temperatures. CALPHAD based calculations utilize temperature predictions to obtain localized phase 

concentrations and predict the distribution of thermophysical properties throughout the build. Results 

are compared with hardness measurements confirming the accuracy of the overall modelling chain. 

Keywords: additive manufacturing; thermal history; modeling; phase transformation; IN718; 

mechanical properties 

1. Introduction 

The scan strategy is known to influence material quality, properties, and morphology [1–7]. Optimization 

of the scan strategy, for example to avoid contour pores, is mostly a trial-and-error effort. 
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A modelling approach would immensely improve the efficiency of optimizing scan strategies and 

finding new strategies by which the temperature in overhangs can be managed, fine features can be 

accurately printed and the material microstructure can be controlled or graded as required by the final 

application. There are several numerical tools that analyze the energy distribution in L-PBF processes: 

FEM and CFD simulations have been used to analyze how defects occur and study the evolution of phase 

transformation and microstructures during solidification [6,8–12]. The need to resolve the relatively small 

spot size (~10−4 m) as well as the part scale (~10−1 m) require large computational efforts, that simulations 

are generally limited to small domains and a limited number of scan lines and layers. 

Analytical tools such as the Rosenthal equation [13] and its Eagar & Tsai extension [14] are on the 

other hand suited for the analysis of single lines (hatches) and do not account for heat diffusion during 

laser off times. The predicted temperature distribution is usually used to obtain heat conduction mode 

melt pool dimensions [15–18]. In the keyhole regime, these models require extensions, usually 

considering the enthalpy of material as introduced by Hann et al. [19–21]. Alternatively, Liu et al. 

assumes that a keyhole is a black body allowing the use of a unit absorption coefficient. The absorption 

coefficient is dynamically calculated based on the relationship between melt pool width and its depth [22]. 

The higher the absorption coefficient, the deeper the melt pool showing the same trends of keyhole 

regime. The accuracy of melt pool predictions is not very high, but it is sufficient to support decisions 

on hatch spacing and layer thickness. 

Ji et al. use the analytical solution of the Rosenthal equation in cylindrical coordinates to obtain the 

thermal history of the printed part [23]. A calibration factor is used to match the resulting melt pool 

shape to those observed experimentally. Heat diffusion during laser off periods (e.g., during recoating) 

was neglected, assuming that each layer has enough time to cool down to the initial temperature. It is 

thus not possible to account for skywriting, for example, which has a profound influence on melt pool 

dynamics [24] and the accumulation of heat due to changing part cross-sections and heights [25]. 

Wolfer et al. propose to solve the Eagar & Tsai equation to obtain the temperature during laser on 

time. The scan path is discretized and the energy of each segment, where the laser is on is added 

contributing to the heat source of the energy equation. Heat diffusion during laser off time is calculated 

using discrete convolutions [26]. The computational domain must be, however, rectangular. Whereas 

this is perfectly fine for study of scan patterns within the printed component, it would not readily lend 

itself to part scale analysis of complex shapes. Moran et al. propose solving the diffusion problem using 

finite element representation of the part and successfully demonstrated the coupling between analytic 

Rosenthal solution and FEM heat diffusion [25]. Switching the heat source off is represented by a 

negative solution of the Rosenthal solution. The implications of this approach on short laser off times 

and complete scan files (e.g., modulated laser, skywriting etc.) is not discussed. Mesh refinement near 

domain boundaries is required to correct the analytical solution to take adiabatic boundary condition into 

account.  

Duong et al. demonstrated a solution coupling of a semi-analytic solution of the Eagar and Tsai 

equation with finite volume solution of the conduction equation to study L-PBF scan strategies. A 

qualitative verification was achieved by comparing predicted surface morphology with experimental 

images. The importance of accounting for skywriting and laser off periods was proven [24]. The research 

presented here is an extension of that work with a particular focus on the quantitative validation of the 

scan-resolved thermal model. Validated thermal histories are used to study phase transformations in 
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different regions of the printed specimens. The microstructures observed, and hardness measurements 

are correlated with the numerically predicted temperatures. 

2. Thermal model 

The model utilizes the semi-analytic solution of the Eagar and Tsai equation to characterize the heat 

input. The scan path is discretized, and multiple calculations are performed using an adequately fine 

time step to sum the heat input throughout the active laser scan time, which corresponds to the time step 

size utilized for the heat diffusion problem. A finite volume model accounts for arbitrary component 

shapes and uses the total amount of heat input during the last time step to calculate the heat diffusion 

throughout the material deposited and the base plate. 

2.1. Eagar & Tsai 

The Eagar & Tsai equation assumes a Gaussian distribution of the heat source [14]. In this study it 

is scaled by a material specific absorption coefficient. The temperature at a specified spatial location 

and time is obtained by evaluating a time integral; the non-dimensional form of which is given in 

Equation (1) [14]—see also Table 1. The peak temperature is capped at the alloy’s boiling temperature. 
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Table 1. Nomenclature utilized for equations 1 to 6. 

A Absorption coefficient - 

a Thermal diffusivity m2/s 

cp Specific heat J/kg K 

f Non-dimensional time coordinate - 

F Non-dimensional time at which we evaluate T - 
Ii Integrand value at Gaussian point i  

Lref Reference length m 

l Thermal conductivity W/m K 

M 
Number of Gaussian integration points used to evaluate the integral 

over each sub-interval 

 

n Operating parameter  

N 
Number of scan path subintervals; these points cover the integration 

period f = 0 to f = F 

 

q Laser power W 

Qs Surface heat source / boundary condition W/m3 

Rxy Non-dimensional distance from heat source in the XY plane  - 
r Density Kg/m3 

t Time s 
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Table 1. Cont. 

tref Reference time s 

T Temperature K 

Ti Initial temperature K 

Tm Melting temperature K 

Tref Reference temperature K 

 Non-dimensional temperature increase above Ti - 

u 
Non-dimensional laser Gaussian variance, A value of zero 

corresponds to a point source (Rosenthal eqn.) 
- 

vs Scan speed m/s 

wi Weight factor at Gauss point i - 

X, Y, Z Dimensional location at which the temperature is desired at t m 

z Non-dimensional distance in Z direction from the heat source - 

Note that Rxy is a function of f, which complicates the integral. Because of the complex form of the 

integral and the non-analytical relationship of R(f), the integral must be evaluated numerically. Standard 

Gaussian integration is used. To obtain the temperature at the current non-dimensional time F, we 

integrate Equation (1) backwards along the laser scan path to the start point at f = 0. The integral is 

evaluated by breaking up the integration period (f = 0 to f = F) into a series of smaller integration 

intervals and summing the integration results from the integration integrals. Defining the integrand as I, 

the numerical integral is expressed as: 
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In Equation (6), R is a function of f, so the integrand could have been written as I(f) in Equation (6), 

but the dependence on the radius R is explicitly stated because of its importance. The inner summation 

on the RHS of Equation (6) is the standard Gaussian integration summation, and the outer summation is 

the sum over the integration intervals. In summary, referring to Equation (6), the period of integration 

(0 to F) is broken up into N integration intervals, and over each integration interval Gaussian integration 

is performed using M gauss points. 

The concept behind Equation (6) is shown schematically in Figure 1 (left). We evaluate the 

temperature at point (X, Y, Z), Figure 1 (left) shows the contribution to the temperature from the 

integration intervals defined between the two red end points. The laser was at the left end point at time 

fn-1, and at the right end point at time fn. Three Gauss integration points are shown as the green points 

along the laser path (M = 3 in Equation (6)). Each integration interval corresponds to one of the values 

of j in Equation (6) and is a subset of a longer laser scan. Values of R and f at the Gauss points needed 

to evaluate the integrand are interpolated linearly from the end point values.  

      

Figure 1. Integration Along Interval (left). Example of incorrect interpolated path (right). 
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Because of the linear interpolation used to calculate data at the Gauss points, the integration intervals 

may not be larger than a scan hatch. Figure 1 (right) shows an example of an integration interval scanning 

two or more hatches that are not colinear. The linear interpolation between the start and end points would 

yield wrong results.  

Integration accuracy is influenced by the variation of the integrand over the integration interval, the 

size of the integration interval (fn–fn-1), and the number of Gauss points used (M) used to integrate over 

the integration interval. In general, more Gauss points are required for larger intervals (larger fn–fn-1), 

smaller distances (smaller R), and smaller times (smaller f). For some spatial locations (X, Y, Z) the 

integrand is highly non-linear for a small portion of the time and very benign for the remainder of the 

time. For other spatial locations the integrand is benign over the entire time. The integrand variation with 

time has both spatial and temporal influences and is a function both of how far the laser is from the point 

and how long ago it was at that position. We thus use non-uniform distribution of Gauss points; the 

integration interval (fn–fn-1) is small near f = 0 and increases as f gets larger. For the spatial definition, 

the number of Gauss points, M, is small for locations far away from the laser position and increases as 

we approach the laser position. 

2.2. Heat diffusion 

The heat conduction equation (Equation (7)) is solved to predict the evolution of thermal history during 

laser on (active heat source as defined by the solution of Equation (1)) and during laser off periods (pure 

energy diffusion). It is cast in a finite volume formulation; first order time stepping is utilized together 

with a pre-conditioned conjugate gradient solver to solve the problem. 20 iterations for each time step 

are usually enough to achieve convergence. 

( )p s
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c T Q
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The component side boundaries lose heat to the surrounding powder. A convective heat transfer 

coefficient of 4 W/m2·K is assumed. When designing the validation experiments, the base plate is 

foreseen to be isolated from the printer structure by powder. It is thus assumed that the base plate behaves 

similarly to the printed component. All boundary conditions can be however adapted to other 

configurations at no additional programming or computational cost. 

A three-dimensional, unstructured adaptive Cartesian grid generator is used to discretize the parts’ 

geometry and the base plate [27]. The most appealing property of a Cartesian grid is its efficiency in filling 

space with a minimum number of computational cells, given a certain grid resolution. A 2n tree data 

structure is used allowing for arbitrary refinement and coarsening of the grid. In the case of LB-PBF we 

are interested in refinement in the XY plane only with the aim of capturing fine geometric features 

accurately. In build direction (Z-direction) the grid size is defined to correspond to the layer thickness 

or a multiple thereof. This allows us to avoid the need for a slicing tool, since the grid inherently resolves 

the printed layers. The combination of Cartesian and unstructured polyhedra allows for accurate 

representation of curved surfaces. 

In this approach the Eagar & Tsai temperature field (solution of Equation (1) or its discretized 

version Equation (6)) is transferred to the finite volume solver in “chunks”. This is done by breaking up 

the laser scan into a series of scan segments. Then, each scan segment provides an Eagar & Tsai solution 

that will be transferred to the finite volume solver and tracked as a coarse-scale solution (Figure 2).  
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Figure 2. Laser Scan Broken into Scan Segments. 

Note that these laser scan segments do not correspond to the integration intervals shown in Equation (6) 

and Figure 1. The integration intervals of Equation (6) are used to evaluate of the temporal integral of 

the Eagar & Tsai equation. The scan segments of Figure 2 define separate parts of the scan path covering 

the complete part volume and are transferred to finite volume solver to quantify the heat source.  

In Figure 2 the laser starts in the lower left corner at time t0 and finishes just above that location at 

time t5. The laser path is broken up into five scan segments (numbered in red) defined by the internal 

times t1 through t4. Each of the five scan segments defines an Eagar & Tsai solution that is transferred 

to the finite volume solver. During the solution process, at the start of each finite volume scale time step 

the Eager & Tsai solver is queried if any of the solutions are to be transferred (there will be none for 

laser off time). The Eagar & Tsai solver will loop over the scan segments to determine what, if anything, 

is to be sent to the finite volume solver. There are three different cases that can be encountered: 

• If the scan segment has already been transferred, it is skipped.  

• If the scan segment has not been transferred but the current time is less than the segment transfer 

time, that solution is not transferred.  

• If the scan segment has not been transferred and the current time is larger than the transfer time, 

then that solution is transferred to be tracked as a coarse scale solution, and the segment is marked 

as having been transferred. 

The scan segments are defined using the finite volume (coarse) scale time step size, although the 

model is general enough to allow for different scan segment definitions.  

2.3. Coupling between E&T and CFD 

At any instant in time and at any spatial location, the temperature field is the sum of the Eagar & Tsai 

and the conduction equation solutions allowing quick calculations of the thermal field in the global 

domain. In theory the fine-scale solution will affect the temperatures throughout the part being printed, 

but in practice the effect is limited to a small volume close to the current laser position. At every time 

step, the laser location is defined by referencing the scan file. The corresponding process parameters are 

read from associated parameter files. 

The Eagar & Tsai solver only requires an initial temperature as input to determine the temperature 

distribution in the vicinity of the laser. It is obtained from the finite volume model.  

The scan paths can be defined using a CLI file [28], G-Code [29] or using a csv table of scan vectors 

defined manually for testing purposes. This study we performed using CLI files complimented with 

process parameters for each of the CLI files. 

The Eagar & Tsai temperature field is calculated at the cell centers of the finite-volume grid using 

the numerical procedure described above and these temperatures are stored in a separate array. Thus, 
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each cell in the finite volume computational domain has two separate temperatures defined—a coarse 

scale temperature from the finite-volume solution and a fine-scale temperature from the Eagar & Tsai 

solution. 

IN718 properties used throughout this study are summarized in Table 2. 

Table 2. IN718 properties. 

Property [Unit] Semi-analytics model 

Absorption coeff. [-] 0.53 [30] 

Solidus [K] 1528 [31] 

Liquidus [K] 1610 [31] 
Latent heat of fusion [kJ/kg] 227 [32] 

Boiling temperature [K] 3186 

Latent heat of evaporation [kJ/kg] 7340 [33] 

Density [kg/m3] 8200 [32] 

Thermal conductivity [W/m·K] 15 [32] 

Specific heat [J/kg·K] 603 [32] 

2.4. Model assessment 

The semi-analytical model resolves all laser scans. Provided the printer and the scan files allow for 

dynamic adaptation of process parameters, the model should be able to resolve these changes accordingly. 

The use of polyhdra cells allows for flexible representation of complex geometries. The user only 

needs to decide on the maximum cell size that would allow for the finest feature to be resolved. The grid 

generation is done automatically. Since layer heights can be very small (10–20 µm in height), particular 

care is needed when resolving the build direction. Resolving each layer does lead to very large 

computation grids. On the other hand, it is important to capture heat accumulation and dissipation 

accurately. Preliminary trials show that lumping up to 10 layers together still leads to acceptable results.  

Modern multi-laser printers have not been considered yet. It is assumed that representing each laser 

by an instance of the Eagar & Tsai solver, each providing the heat source to a global CFD model, would 

account for all heat sources without increasing computational cost significantly. Beam shaping is an 

important parameter of new scan strategies. Non-Gaussian beams cannot be described using the Eagar 

and Tsai model and as such this model is not applicable when studying the effect of beam shaping on 

the thermal history, unless corresponding analytical solutions for different beam shapes are 

implemented. If corresponding analytical solutions are available, the numerical procedure detailed here 

can be used with the Eagar & Tsai solver replaced by the new solver. 

3. Experiment  

Experiments for validation are conducted on a customizable laboratory LB-PBF system. The machine 

features a single mode fiber laser with 400 W of laser power, a laser spot size of 110 µm, an F-Theta 

lens, a circular build plate of 110 mm and a thermal imaging camera. A polymer build plate adapter is 

used to hold the rectangular build plate made of IN718, measuring 92 × 75 × 10 mm³. The polymer build 

plate holder is designed to isolate the build plate from the rest of the printer mass that cannot be described 

thermally. The polymer build plate holder is shown in Figure 3. The build plate is supported by 8 pointed 

screw tips, which theoretically have no conductivity due to the point contacts. The space below the base 

plate is filled with the same powder as that used in the process, hence isolating the base plate with a 
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layer having the same properties as the powder surrounding the part investigated. The heat flux is 

estimated to be reduced to less than 1% compared to the bulk metal [34]. 

         

Figure 3. CAD of build plate adapter for reduced heat flux (left). Build plate adapter with mounted 

build plate (right). 

Two cones are built, one is a standing cone with its base directly on the build plate hence providing 

good thermal connection to the build plate, which acts as a thermal sink. The second cone is inverted 

with its top tip connected to the base plate. The very small connecting interface area restricts the flow of 

heat to the base plate. Figure 4 shows the CAD model of the build plate and both cones. Several 

thermocouples of type K, NiCr-Ni with a diameter of 0,1 mm diameter are connected to the top side of the 

build plate to provide quantitative temperature measurements during the build process in addition to the 

thermal images acquired by the infrared camera. The thermocouples are connected to Pico USB TC-08 

Thermologger operating at 10 Hz. 

The cone dimensions, their positions on the build plate as well as the position of the thermocouples 

are also documented in Figure 4. It is worth noting that the standing cone is slightly different than the 

inverted one as a tunnel was designed to accommodate the thermocouple wiring that reaches to the center 

of the standing cone. 

 

Figure 4. Standing and inverted cone specimens as well as position of thermocouples installed on 

the build plate. All dimensions are provided in millimetres. 

74 mm

92 mm

21 mm

21 mm

20 mm

24 mm

3
5

 m
m

 



Adv. Manuf.  Article 

 9 

IN718 is used for this experiment. Figure 5 shows an example SEM and hollow particle images of 

the powder showing mostly spherical particles with very little porosity. The volumetric powder size 

distribution is shown in Figure 6 where D10, D50 and D90 are quantified to be 20.58 m, 32.27 m and 

47.09 m, respectively. 

   

Figure 5. IN718 powder SEM image (left) and hollow particle image (right) showing mostly 

spherical particles with very few satellites and hardly any particle porosity. 

 

Figure 6. Volumetric powder size distribution: D10 = 20.58 m, D50 = 32.27 m and D90 = 47.09 m. 

The specimens are manufactured with a scanning velocity of 960 mm/s, a laser power of 180 W, 

and a hatch distance of 100 µm with an alternating layer rotation of 90° at a layer height of 30 µm. The 

spot diameter is 110 µm.  

As-built Vickers hardness is measured at several points throughout the central section of the 

standing and inverted cones. according to ISO 6507-1. The indentation points are 1 mm apart. The mean 

value and the standard deviations are calculated from several measurements. The specimens are then 

polished and etched with an alcoholic solution in preparation of SEM imaging. 

4. Results and discussion 

A polished and etched cross-section of the resulting material is displayed in Figure 7, showing minimum 

porosity and the typical fish scale structure of overlapping melt pools. The relative density of the 
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deposited material is 99.8%. The melt pool dimensions cannot be extracted from Figure 7 because of the 

hatch spacing used and the overlapping of the melt pools. It can be, however, seen that conduction mode 

melting is dominant with relatively flat melt pools throughout the image. 

 

Figure 7. Polished and etched cross section of standing cone specimen. Example defects like lack 

of fusion and keyhole pores are shown. 

The temperature evolution in both cones is very different due to the significant difference in the 

corresponding connecting area between cone and the base plate. Figure 8 shows a sequence of captured 

thermal emissions during printing. Higher emissions result from higher temperatures. Comparing the 

emission intensity thus indicates the relative thermal energies registered for each of the cones. The 

inverted cone is printed on the upper left corner of the image, the standing cone is positioned to its right. 

The first two images were taken at the beginning of the printing process, the last two towards the end. 

The estimated average temperature by the infrared camera system is also provided on the upper right 

side of the images. The average temperature registered increases with time and then decreases again at 

the end of the print job. During printing the thermal emissions of the inverted cone are significantly 

higher than those captured for the standing cone, which is mostly invisible (see images 1 and 3 in 

Figure 8) apart from single scan lines that show higher emissions that are directly dissipated to the base 

plate (see images 2 and 4 in Figure 8).  

In a preliminary verification of the model predictions Figure 9 shows contour plots of the 

temperature evolution for both cones. The setup starts at uniform atmospheric conditions (no preheating 

was applied). During first layers the cones do not exhibit large differences in their temperatures (this is 

not directly comparable with the emission images showing the emissions inside the cones). As the cones 

build progresses the skin temperature shows a significant heat-up of the inverted cone as compared to the 

standing cone. Towards the end of the print job the skin temperature difference is in the order of 400 K, 

similar to the estimates obtained from thermal emission images (Figure 8; (1) compared to (3)). The 

accumulation of heat in the inverted cone is due to the constriction of heat transfer cross section, which 

hinders the dissipation of process energy to the base plate. 
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Figure 8. Sequence of infrared images showing estimated temperature levels of processed layers. 

The moment of exposure of the inverted cone is shown on the left (1: Start, 3: End), the one of the 

standing cone on the right(2: Start, 4: End). The exposure of the standing cone at the start (2) can 

be seen as a line, due to high cooling rates, while the after glow of the inverted cone is still visible 

in the same image. The exposure of the standing cone at the end (4) can bare be seen. The estimated 

average temperature is printing in the upper right side of each image. 

The thermocouple readings provide a quantitative validation of the numerically predicted 

temperatures. Figure 10 compares thermocouple 5 and 8 readings as compared to predictions at monitor 

points placed at same position as the thermocouples. Exposure is started at t = 0 s. Point 5 is placed very 

close to the “top” of the inverted cone and point 8 is placed at the center of the standing cone, in the 

tunnel foreseen for the thermocouple wires. For both points, the temperature increases relatively quickly 

as the laser approaches the thermocouples/monitor points reaching a maximum when the laser is in direct 

vicinity. As more layers are deposited and the laser moves further away, the temperature decreases. After 

approximately 3.5 hours (12,770 s) printing is concluded, the laser is switched off and the build cools 

down at a higher rate.  

Point 5, close to the inverted cone, does not cool down as quickly as point 8 and remains hotter for 

a longer period as per the energy accumulated in the inverted cone. Point 8, on the other hand, shows 

how process energy is quickly dissipated cooling the overall cone geometry at a higher rate than that of 

the inverted cone. The numerical predictions show a very good agreement with the measurements. 
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(1) (2) 

  
(3) (4) 

Figure 9. Numerical prediction of the overall temperature evolution in the inverted and standing cones. 

 

Figure 10. Comparison of measured and numerically predicted temperatures at positions 5 and 8 

(red circles in top view of build). 

During the heating up stage (up to 4000 s for point 8) the temperature history shows many localized 

peaks and valleys as the laser moves back and forth around the thermocouple/monitor point. Figure 11 
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zooms the heat-up period (200–400 s). The model captures the heating and cooling cycles accurately 

both in time and temperature magnitude. The thermal oscillations are not visible for point 5. This is 

attributed to the distance between the processed area, which is very small at this stage, and the 

thermocouple/monitor point. 

 

Figure 11. Zoomed thermal history during for thermocouples/monitor points 5 and 8. 

Other thermocouple/monitor point results are compared in Figure 12. The good qualitative 

agreement between thermocouple readings and model predictions is quantified by calculating the root 

mean square error for all curves. The maximum root mean square error in temperature predictions is 27 K. 

The cooling rate after 6000 s seems to be slightly over predicted by the model. This is attributed to 

possible discrepancies between the applied boundary conditions and those actually found in the 

experiment. In the model, we assume that the powder surrounding the base plate has the same effective 

conductivity as the powder layer being processed. During the experiment, however, the powder was 

distributed manually in the based plate adapter. The base plate was placed and levelled manually prior 

to fixing it in place. This manual step might have led to gas enclosures below the base plate (powder 

distribution in the mounting frame) effectively isolating the base plate stronger than assumed. With no 

means to quantify this possible defect and given the general good agreement of the results, the 

discrepancy was considered acceptable. 

Given the validated model results, we can proceed to explore the 3D domain and the thermal 

histories within the cones. Towards that end, four monitor points are chosen as schematically shown in 

Figure 13 for detailed analysis. The points of choice are placed along the cones’ centre lines at Z = 5 mm 

and 30 mm. 
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Figure 12. Comparison of measured and numerically predicted temperatures at positions 3, 4, 6 

and 7 (red circles in top view of build). 

 

Figure 13. Exploratory points to investigate the influence of different thermal histories within one 

build on material property distribution. 

The temperature plots for the monitor points placed along the cones’ centre lines are compared in 

Figure 14 showing how different thermal histories are. The solidus and liquidus temperatures are 

included to differentiate periods where melting and solidification occur and periods where intrinsic heat 

treatment might occur. Monitor point 11 in the standing cone cools down to temperatures close to 

atmospheric conditions after the vicinity of that point is processed (after ca. 2200 s). This behavior is 

expected due to the sufficiently large interface area to the base plate, that functions as a heat sink. Point 
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9 in the inverted cone shows the same preliminary peaks attributed to the laser processing of that region, 

a similar cooling down to approximately atmospheric conditions due to proximity to the base plate and 

the ability to dissipate the limited amounts of energy required to process the cone tip, and then a 

continuous increase of the temperature until a plateau at 1100 K is reached and maintained for a duration 

of approximately 3900 s (65 minutes). The increase in energy accumulation is a result of the increased 

amount of energy used to process the increasing cone cross sectional area and the limited interface area 

between the inverted cone and the base plate.  

It can be thus deduced that point 11 composition will correspond to that after rapid solidification 

but point 9 will undergo some intrinsic solid state transformation as discussed below. 

 

Figure 14. Thermal history at monitor points on cones’ centre lines at Z = 5 mm and 30 mm above 

base plate surface. 

Zooming into the thermal history of monitor point 9 (Figure 15a), we see that the material is melted 

twice, as is the case for all points considered here. Zooming further into the second solidification cycle 

(Figure 15b) we can quantify the cooling rate to be 1.52e6 K/s, which is very similar to the value obtained 

for point 11. The reason for this similarity is the proximity of those points to the base plate and the 

comparable thermal energy and gradients available in the system at that time. The cooling rates predicted 

are also in line with those reported in literature (see for example [35,36]). 

Points 10 and 12, on the other hand, are processed towards the end of the build and as such the initial 

temperature of those curves depends on the energy accumulated in the cones considered. Point 12, which 

generally behaves in a similar manner to points 9 and 11, exhibits a reduced cooling rate of 3.8e5 K/s. 

This reduction of cooling rate is attributed to the generally lower temperatures in the vicinity of point 12 

and the larger distance between point 12 and the base plate (heat sink). Independent of this decrease in 
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cooling rate, we still consider this value as an indicator of continued good heat dissipation throughout 

the build process of the standing cone and conclude that for the standing cone, there should not be a 

major difference in as-built material composition or mechanical properties resulting from the identified 

difference in cooling rate between top and bottom of the geometry.  

Point 10 however is affected by the accumulation of heat in the inverted cone, that the thermal 

history of that point starts at approximately 1300 K and is maintained at that level for the rest of the 

build process (1570 s / ~26 min), see Figure 14. The predicted cooling rate at point 10 is 7.6e5 K/s, twice 

as high as that of point 12. The distance to the heat sink is identical and the difference is solely due to 

the difference in temperature gradients. We thus conclude that for the inverted cone, cooling rates have 

the same order of magnitude as in the standing cone, but high temperatures are maintained so that post 

solidification phase transformations may lead to different compositions from bottom to top of the cone. 

 

Figure 15. (a) Number of remelts at monitor point 9. (b) Cooling curve of second solidification cycle. 

The spatial and temporal temperature distributions are transferred to a grain growth model based on 

the work done by Mosbah et al. [37] and Attard et al. [6]. The grain orientation in the first layer is 

randomly defined. Attard et al. found that a higher nucleation density than those expected for conventional 

solidification is required for additive manufacturing models to predict equiaxed grain growth [6]. A 

nucleation density of 11.4e15 m−3 is assumed in the melt pool in line with values used in [6]. The 

numerically predicted conduction mode melt pool shapes are comparable with those shown in Figure 7 

and are shown together with the microstructures are shown in Figure 16. The first melting cycle results 

in equiaxed grains in the center and top of the melt pool geometry. The second melting process remelts 

the equiaxed grains enabling epitaxial grain growth of grains originating from the previously processed 

layers. Since all monitor points exhibit 2 remelts, columnar grains are expected throughout the cones, 

which is in general agreement with the microstructures observed for both cones shown in Figure 17. The 

microstructure of both cones is very similar and cannot be distinguished from one another. 
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Figure 16. Temporal sequence of grain growth model shown 4 hatches and 2 remelts leading to 

elongated and columnar grains. 

 

Figure 17. Microstructure in centre of both standing (left) and inverted (right) cones showing 

epitaxial grain growth. 

All cooling rates, despite differences quantified, lead to non-equilibrium solidification conditions. The 

solidification curve and the as-built phase concentrations are therefore calculated using Scheil-Gulliver 

equation, which assumes no diffusion in solid (due to very high cooling rate) and infinite diffusion within 

the melt pool, which is justified by convective flows in the melt pool but will affect prediction accuracy 

ahead of the solidification front. Figure 18 shows the solidification curve and expected as-built phases. A 

diffusion analysis at point 9 (lower monitor point of inverted cone) is performed at 1100 K for a duration 

of 3900 s showing that no diffusion is to be expected after printing. The predicted phases are in-line with 

literature observations for as-built IN718, see for example [38]. Precipitation calculations are performed 

using the Kampmann/Wagner Numerical (KWN) model to predict the growth of to ’ and ’’ precipitates 

as seen in Figure 19 [39]. The TTT diagram suggests that precipitates are not to be expected for monitor 

point 10 (upper monitor point of inverted cone) because the temperature after printing (1300 K) is only 
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held for 1570 s. Points 11 and 12 are also not predicted to exhibit precipitation because the temperature 

held after printing is too low. For point 9, however, the precipitation model shows that ’ and ’’ particle 

sizes should reach sizes of up to 15 and 20 nm, respectively.  

 

Figure 18. Scheil-Gulliver solidification curve and corresponding phases. 

 

Figure 19. IN718 precipitations at monitor point 9 (lower monitor point of inverted cone): (a) 

TTT diagram, (b) Precipitation number density over particle size in meters. 

It can be therefore deduced that two process relevant time scales are to be considered: 

(1) The melt pool time scale, where thermal cycling plays an important role in determining the melt 

pool size. The cooling rate is usually in the order of 106 K/s as shown for example in Figure 15. The 

melt pool time scale determines the nucleation and preliminary microstructure as seen in Figure 16. 

When remelting equiaxed grains epitaxial growth is favored leading to columnar growth typically found 

in LB-PBF parts. 

(2) The build time scale, where the temperatures might rise depending on the geometric features and 

the scan strategy as shown for example in Figure 14 for point 9. For the geometry and scan strategy studies 

here, point 9 heats up to about 1100 K and remains at that value for approx. 1 hour. This is comparable to 

heat treatment and could lead to changes in microstructure and mechanical properties as discussed below. 
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Vicker’s hardness measurements are obtained from several points, each 1 mm apart from the next 

point, on the middle plane of each of the cones corroborate numerical predictions. Despite the similarity 

of microstructure in the center of both cones (see Figure 17), hardness measurements shown as contour 

plots in Figure 20a show significant differences between both cones. The standing cone seems a little 

smaller than the inverted cone, because of the channel required for the thermocouple wires and it 

generally has lower hardness values than those shown for the inverted cone. Average measurements 

along the cones’ center lines together with standard deviations are shown in Figure 20b. The standing 

cone shows lower hardness values with higher standard deviations and non-uniform values along the 

building direction—the values decreasing with build height. The inverted cone on the other hand shows 

higher hardness values, almost constant along building direction with lower standard deviations. The 

average hardness measured for the inverted cone is 339 HV versus 309 HV for the standing cone.  

 

Figure 20. (a) Contour plot of measured Vickers hardness at multiple points on middle plane of 

IN718 cones. (b) Average Vickers hardness along centre line of standing and inverted cones and 

corresponding standard deviation.  

The increased hardness in lower regions of inverted cone is attributed to ’ and ’’precipitations 

numerically predicted as discussed above. This is also in agreement with the findings of Rielli et al. [40], 

where short durations at approx. 1000 K were found to be sufficient to significantly increase IN718 

hardness via ’ and ’’precipitations. The reduction of hardness in the upper regions of the standing cone 

indicates that there are other processes in play that affect the mechanical properties. It is assumed that 

the cooling rate decreases with build height leading to larger grains and lower hardness in the upper 

regions of the standing cone. In the case of the inverted cone, however, the increase in cone cross section 

leads to higher processing temperatures (see Figure 8) leading to higher a cooling rate and increased 

hardness. A more detailed analysis of the microstructure in upper regions is planned for future 

investigations to corroborate these assumptions. 

The contour plots of the inverted cone show a more uniform hardness distribution. The standard 

deviation of inverted cone is 13.6 HV compared to 21.4 HV for the standing cone. This is attributed to 

the high and uniform temperature held throughout the build process in the inverted cone for a relatively 

long time (3900 s), which leads to an intrinsic heat treatment leading to precipitation hardening in the 

lower regions and smaller grains in the upper regions. The standing cone in contrast seems to have a 



Adv. Manuf.  Article 

 20 

diagonal from the lower left side, where the thermocouple channel ends to the top right cone boundary, 

showing higher hardness values. The reason for this behavior could not be identified. 

The thermal model is qualitatively verified using online thermal cameras as well as quantitatively 

validated using thermocouples. The results show that all probes investigated in detail undergo at least 2 

remelting cycles. Non-equilibrium solidification is always to be expected. The model captures and 

quantifies the thermal conditions pertinent for material evolution after it has been deposited. As heat 

accumulates in the build, melt pool dimensions change and solid-state transformations may occur leading 

to different microstructures and property distribution throughout the build. The model has been 

successfully applied to support microstructural design (see for example [6]) and identifying morphology 

and surface defects (see for example [24]) thus closing the gap between process chain models and 

material models. In doing so the computational effort of the 3D thermal model is comparable with the 

effort required for CALPHAD calculations performed to explore points of interest in the build as well 

as grain growth models. It does, however, rely on the availability of scan path files, that describe the 

laser trajectory and corresponding process parameter changes (e.g., bulk versus contour scans). Whereas 

this information is available for us using open machines, it remains a challenge when modelling the 

processes taking place in many commercial L-PBF printers. To circumvent this short coming the authors 

are researching methods to relax this requirement, which a possible drawback of reduced fidelity when 

designing as-built microstructures. 

5. Summary and conclusions 

In this study, a semi-analytic thermal model is validated, that resolves all laser scans to provide high 

resolution thermal histories for 3D L-PBF parts. The result can be explored using readily available 

simulation post processors to identify regions and points of interest that can be further analyzed in detail. 

The local thermal histories provide approximate melt dimensions (neglecting melt pool dynamics), 

which is used to drive grain growth models enabling prediction of microstructures and their design. 

Temporal and thermal conditions after deposition are quantified, such that CALPHAD calculations can 

be used to predict phase concentrations and variations in as-built properties. The computational effort of 

the thermal model is comparable with that of multiple CALPHAD calculations exploring 4–5 points of 

interest throughout the build thus presenting a tool linking process modelling with ICME efficiently. 

An experimental setup was designed to control thermal boundary conditions in a more accurate 

manner for this validation work. Scaling of the cones is straight forward and would allow for the 

generation of several variants of the thermal histories discussed here presenting a larger data set for 

ICME model validation and exploration of new scan strategies. For real life applications, where the base 

plate is connected to printer’s metallic structure, the model might need to be extended to resolve the 

larger structure and corresponding thermal boundary conditions. 

The modelling chain presented here accounts for the scan file used in the printer, the thermal history 

of the part printed, phase transformation modelling and microstructure growth models. IN718 was 

chosen for this pilot study due to the large bulk of data pertaining to LB-PBF of IN718. The simple 

benchmark geometry was chosen to highlight the influence of geometric features on the thermal history 

and the evolution of as-built material properties. Future work will continue to rely on this simple 

geometry, possibly scaling it to enlarge the difference in thermal histories to explore other alloys and 

alternative scan strategies. Whereas the results are expected to be less relevant for industrial application, 
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they will provide a foundation for judging thermal histories, gradients and alloy specific models. In 

parallel to process and metallurgical studies there remains need for numerical improvements to relax or 

eliminate limitations discussed above such as the modelling of multi-laser printing and beam shaping.  
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