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Highlights:  

 ASD micro-expression dataset: A unique dataset of ASD patients’ micro-expressions in movies 

is used to support early diagnosis. 

 YOLOv8-SMART algorithm: An improved YOLOv8 algorithm enhances micro-expression 

detection accuracy in ASD patients. 

 Early diagnosis potential: The method provides a practical tool for doctors to improve ASD 

recognition and intervention through micro-expression analysis. 

Abstract: Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder in which individuals often 

face social difficulties as well as language and communication challenges. Micro-expressions are 

extremely brief changes in facial expression. Moreover, the micro-expressions exhibited by individuals 

with ASD frequently represent an accurate reflection of their internal feelings. Therefore, using the 

Cinemetrics method to extract micro-expressions from ASD patients in movies and targeting them for 

detection can help doctors make early diagnosis of ASD patients. In this paper, we establish a dataset of 

micro-expressions of ASD patients in movies, use the improved YOLOv8-SMART algorithm for target 

detection, and compare it with other target detection algorithms without improvement. The comparison 

results prove that our algorithm effectively improves the recognition of micro-expressions, which 

provides reference value for future practical applications in the task of micro-expression recognition in 

ASD patients. 

Keywords: autism spectrum disorder; Cinemetrics; micro-expressions; movies; YOLOv8-SMART; 

target detection algorithms  

1. Introduction 

Autism spectrum disorder (ASD) is a neurological and developmental syndrome rather than a single 

disorder [1]. In recent years, the prevalence of ASD has risen significantly, affecting approximately 1 
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in 100 children and adolescents [2,3], although data on prevalence in low-income countries remain 

limited [4]. ASD is characterized by challenges in language, social cognition, and psychiatric 

functioning [1], often identified in early childhood, yet diagnosis can be delayed. Currently, as noted by 

Eissa et al., the only drugs approved for clinical use to alleviate ASD symptoms are risperidone and 

aripiprazole, which primarily address behavioral issues [5]. Consequently, rehabilitation remains the 

mainstay of treatment. It is essential to understand and capture the emotional experiences of individuals 

with ASD to support their recovery effectively. 

Micro-expressions are very brief, involuntary facial expressions [6] that have the potential to reveal 

hidden emotions. In the 1960s, this hidden change in facial emotion was discovered by a journalist 

named Ekman. In the interview, a video of a mentally ill patient played in slow motion showed a super 

brief expression of sadness-lasting only 1/12th of a second [7]. The micro-amplitude and rapidity of 

facial movements make it difficult for the human eye and even experienced doctors and specialists to 

recognize micro-expressions in people with ASD [8]. Consequently, a real-time micro-expression 

analysis system can enhance the ability of individuals with ASD to comprehend genuine emotional 

responses, thereby facilitating timely diagnosis and treatment.  

Cinemetrics is a tool and methodology for analyzing the quantitative features of movies [9]. This 

innovative approach fosters a deeper exploration of cinematic language, character relationships, and 

affective expressions. It automatically collects data from various dimensions of a movie, including shot 

length, editing speed, scene changes, and audio characteristics [10]. By employing a Cinemetrics-based 

approach, micro-expressions of individuals with ASD in movies can be extracted and analyzed, thereby 

providing objective data that supports clinical diagnosis and aids in the early identification of ASD patients. 

In this study, we constructed a dataset based on metric cinematography, utilizing character 

micro-expression labels from ASD movies. We adopted the improved YOLO-V8 model as the foundation 

for an automatic micro-expression analysis system to enhance the recognition of emotional states in ASD 

patients. The improved YOLO-V8 model significantly increases the recognition accuracy of complex 

facial micro-expressions through the in-depth extraction of subtle features. Additionally, the model 

supports multi-scale detection, allowing it to effectively recognize changes in micro-expressions across 

varying distances and angles. Figure 1 illustrates the specific workflow of this study. 

 

Figure 1. Specific workflow of our study: (a) Data collecting: extract relevant clips featuring ASD 

characters from the corresponding movies; (b) Data labeling: assign micro-expression labels to the 

characters; (c) Micro-expression recognition: accurate sentiment analysis is achieved using the 

trained model [11]. 
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2. Related Work 

2.1. Research on ASD patients  

ASD is a type of neurobehavioral disorder characterized by genetic heterogeneity, with primary features 

including difficulties in communication, social interaction, and repetitive behaviors [12]. In 1943, Leo 

Kanner first introduced the term "Autism" to describe the social and emotional relationship difficulties 

observed in young children [13]. The etiology of ASD involves the interplay of various genetic variants 

and environmental factors. For instance, maternal use of antidepressants during pregnancy may be linked 

to an increased risk of ASD in the fetus [14]. According to the American Psychiatric Association, the core 

symptoms of ASD include difficulties in social communication, sensory abnormalities, and repetitive 

movements or interests [15]. Additionally, many individuals with ASD experience co-occurring mental 

health issues such as anxiety and depression. As a result, treatment plans for ASD patients often need to 

address these accompanying mental health concerns in an integrated manner to develop more effective 

intervention strategies.  

2.2. Micro-expression recognition 

Micro-expressions are unconscious facial movements that usually occur when a person experiences an emotion 

but tries to hide their true underlying emotion [16]. The phenomenon of micro-expressions was first discovered 

by Haggard and Isaacs in 1966 [17]. Soon after, Ekman et al. continued to study micro-expressions and 

developed the Facial Action Coding System (FACS). FACS decomposes micro-expressions into 

different action units (AUs), i.e., based on different components of the muscles [18]. Analysis by 

standardized method AU coding improves the accuracy of recognizing micro-expressions and helps to 

decode specific emotional responses. 

Due to its practical importance in multimodal fusion, micro-expression recognition has attracted 

increasing attention. The earliest research was carried out using hand-crafted feature engineering techniques. 

The study was conducted by Pfister et al. on the first public spontaneous ME dataset-SMIC using Local 

Binary Patterns from three orthogonal planes (LBP-TOP) [19]. After that, Li and his team [20] performed 

micro-expression recognition by fusing LBP-TOP, orientation gradient histograms, and image gradient 

orientation histograms, which in turn produced individual feature vectors. 

Soon after, the development of deep learning techniques significantly boosted the research and 

application of micro-expression recognition. Patel and colleagues [21] took an innovative approach in 

the field of micro-expression recognition by using a convolutional neural network (CNN) to train a 

dataset as a feature extractor. The extracted features are then passed to a genetic algorithm which is then 

fitted to a conventional classifier. In 2017, Geoffrey Hinton et al. [22] proposed Capsule Networks based 

on traditional CNN. Based on it, Jaiswal et al. [23] introduced Generative Adversarial Capsule Networks 

(CapsuleGAN), a framework that employs a capsule network as a discriminator in Generative 

Adversarial Networks (GANs), an innovative approach that has shown excellent performance in 

modelling image data distributions on the MNIST and CIFAR-10 datasets. 

The above work inspired us to investigate an automated micro-expression analysis system for 

ASD patients. 
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3. Methodology 

3.1. YOLOv8-SMART based dataset  

YOLOv8 [24] is an efficient object detection algorithm with a deep learning architecture consisting of 

multiple components at its core. These components include a backbone network, a feature pyramid 

network, a prediction head, an anchor frame, and a loss function, which work in concert to make 

YOLOv8 excel in detection speed and accuracy. YOLOv8 uses a similar backbone as YOLOv5 but 

replaces all the C3 modules with the more gradient-flow-rich C2f module. The C2f module connects 

high-level features with contextual information through cross-level connections combination to enhance 

feature representation [25]. In order to solve the problems associated with detecting close-ups such as 

facial micro-expressions using the YOLOv8 network, we propose the YOLO-SMART algorithm, as 

shown in Figure 2. We replaced the C2f module with VOVGSCSP, added MCALayer, and replaced Box 

Loss with MPDIoU Loss which provides more accurate feedback on positioning accuracy.  

 

Figure 2. YOLO-SMART architecture diagram. 

3.2. VoVGSCSP 

We replaced the standard convolution in C2f with the VoVGSCSP module. The multi-scale feature 

extraction and spatial pyramid structure used in this module allows the model to capture both large-scale 

and fine detail information. The use of different sized convolution kernels extends the receptive field, 

which captures a wider range of context and helps to understand the relationship between overall facial 

features and local details. 

As shown in Figure 3, Conv layers are used to extract base features. The first GSConv layer 

introduces sparsity constraints to optimise feature selection and improve the learning efficiency of the 

model. The second GSConv layer further refines the features to capture more complex patterns. After 

that, the Concat layer merges feature maps from different sources to form a rich and comprehensive 

feature representation. Finally, Conv processes the spliced features to improve the feature representation. 
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In summary, the Neck part of the VoVGSCSP effectively captures complex facial expression 

variations through sparsity constraints and multi-layer feature extraction, leading to more accurate 

micro-expression analysis and classification. 

 

Figure 3. The architecture of VoVGSCSP. 

3.3. MCALayer 

The core function of MCALayer is feature weighting, which determines the significance of features by 

adaptively calculating attention weights for each channel. This allows the model to emphasize important 

features while suppressing redundant or irrelevant ones, thereby enhancing robustness against noise and 

disturbances. For example, when background lighting changes in an image, MCALayer can boost 

relevant features, leading to improved accuracy in micro-expression detection. Additionally, MCALayer 

effectively integrates features from different channels, strengthening the complementary aspects of 

multimodal data. The architecture diagram of MCALayer is illustrated in Figure 4. 

 

Figure 4. The structure of MCALayer. 
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In order to verify the effectiveness of MCALayer, we compare it with existing attention mechanism 

modules SE blocks, CBAM and ECA to evaluate its performance in several key performance indicators.  

As observed from the results presented in the table, MCALayer demonstrates a significant 

improvement in accuracy compared to other modules, especially when compared to the CBAM block. 

Although MCALayer does not exhibit a clear advantage in terms of training time and memory 

consumption, the notable enhancement in accuracy compensates for these limitations. This highlights 

MCALayer's considerable strengths in feature learning and model performance, underscoring its 

potential for tasks where precision is paramount. Therefore, considering all factors, MCALayer is 

selected as the attention mechanism module. 

3.4. MPDIoU loss 

In the YOLO-v8 model, IoU is often used as part of box loss and is widely regarded as a way to calculate 

regression loss. It is used to assess the degree of overlap between the predicted and true frames. When 

the degree of overlap is higher, it represents a better effect. 

𝐈𝐨𝐔 =
𝐚𝐫𝐞𝐚(𝐭𝐫𝐮𝐭𝐡 𝐛𝐨𝐱 ∩ 𝐩𝐫𝐞𝐝 𝐛𝐨𝐱)

𝐚𝐫𝐞𝐚(𝐭𝐫𝐮𝐭𝐡 𝐛𝐨𝐱 ∪ 𝐩𝐫𝐞𝐝 𝐛𝐨𝐱)
 (1) 

By minimizing the IoU in Eq. (1), the prediction of the bounding box can be significantly optimized, 

thus improving the accuracy of the target location. Although IoU is widely used and has good 

performance in target detection tasks, it is still unable to accurately capture small targets and deal with 

boundary blurring. In view of this, we introduce MPDloU Loss [26]. 

MPDloU Loss is a new bounding box similarity comparison metric based on the minimum point 

distance, which focuses on the specific positional differences of the boxes by minimizing the Euclidean 

distances between the top left and bottom right points between the predicted bounding box and the actual 

labelled box. 

𝐝𝟏
𝟐 = (𝐱𝟏

𝐚 − 𝐱𝟏
𝐛)𝟐 + (𝐲𝟏

𝐚 − 𝐲𝟏
𝐛)𝟐 (2) 

𝐝𝟐
𝟐 = (𝐱𝟐

𝐚 − 𝐱𝟐
𝐛)𝟐 + (𝐲𝟐

𝐚 − 𝐲𝟐
𝐛)𝟐 (3) 

(𝒙𝟏
𝒂, 𝒚𝟏

𝒂) : coordinates of the point in the upper left corner of the prediction box. 

(𝒙𝟐
𝒂, 𝒚𝟐

𝒂) : coordinates of the point in the bottom right corner of the prediction box.  

(𝒙𝟏
𝒃, 𝒚𝟏

𝒃) : coordinates of the point in the upper left corner of the actual box. 

(𝒙𝟐
𝒃, 𝒚𝟐

𝒃) : coordinates of the point in the upper left corner of the actual box. 

𝐌𝐏𝐃𝐈𝐨𝐔 = 𝐈𝐨𝐔 −
𝐝𝟏

𝟐

𝐰𝟐 + 𝐡𝟐
−

𝐝𝟐
𝟐

𝐰𝟐 + 𝐡𝟐
 (4) 

𝒘 refers to the width of the image and 𝒉 refers to the height of the image. 

MPDloU Loss focuses on edge pixels and gives them a higher weight in the loss calculation. This 

approach makes the model focus more on edge information during the training process, which enhances 

the sensitivity to the target contour and the accuracy of edge detection. 
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4. Experiment and analysis 

4.1. Data setting 

In this study, a movie role-based video dataset [27] for ASD micro-expression detection is created. The 

dataset is drawn from 10 carefully screened and processed movies. The characters in these movies 

vividly portrayed people with ASD, thus covering a wide range of situations that people with ASD may 

face and presenting complex and realistic emotional expressions. To ensure the broad applicability of 

the dataset, special attention was given to age, gender, and ethnic diversity. The personas in the dataset 

span an age range of 5 to 40 years, encompassing children, adolescents, and adults, with a balanced 

gender ratio of 1:1. The dataset includes characters from diverse ethnic backgrounds, representing 

Caucasian, Asian. This diverse population design ensures that the micro-expression detection model 

demonstrates strong generalization ability across individuals of varying ages, genders, and ethnicities. 

To conduct a thorough analysis of the micro-expressions of characters and their changes throughout 

the movie, we utilize video editing tools to accurately capture clear footage of individuals with ASD. 

Given that micro-expressions can last as briefly as 3 milliseconds, we divided them into frames using a 

frame rate of 24 frames per second, resulting in a sequence of consecutive camera frames. As a result, 

we created a dataset comprising 972 video clips, each lasting between 2 and 10 seconds, showcasing 

the emotional expressions of the characters.  

To create a comprehensive dataset, manual annotation is employed for the micro-expression 

labeled image frames. This approach ensures high accuracy and sensitivity in capturing the diversity 

of micro-expressions. A macro-expression plus micro-expression annotation method is utilized, based 

on the Facial Action Coding System [28] developed by Paul Ekman and Wallace Friesen. This 

framework facilitates the establishment of a standardized classification of micro-expressions, 

comprising 42 Action Units (AUs), as illustrated in Figure 5. 

The classification of emotions is refined using specific combinations of micro-expression AU codes. 

Seven distinct emotion types are identified, as illustrated in Figure 6. Type 01 corresponds to disgust, 

characterized by AU9, AU15, and AU16. Type 02 represents anger, comprising AU4, AU7, and AU21. 

Type 03 indicates fear, which includes AU1, AU2, AU4, AU5, AU7, AU20, and AU26. Type 04 is 

associated with sadness, featuring AU4, AU6, and AU15. Type 05 reflects happiness, defined by AU6 

and AU12. Type 06 signifies contempt, consisting of AU12 and AU14. Finally, Type 07 denotes 

surprise, characterized by AU2, AU5, and AU26. 

   

(a) AU6 (b) AU15 (c) AU23 

Figure 5. Three types of Action Units (AU): (a) Action Units (AU) 6: Cheek Raiser; (b) Action 

Units (AU) 15: Lip Corner Depressor; (c) Action Units (AU) 23: Lip Tightener. 
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Figure 6. Seven emotion types [29]. 

In the labeling process, micro-expression images are tagged using the format 00X-0X-000X-000X-

0XXX-XX-XX-XX. In this format, 00X-0X-000X-000X indicates the source of the image frame; for 

example, 003-06-0007-0008 corresponds to the eighth frame of the seventh shot of the sixth character 

in the third movie. The segment 0X represents the emotion type, while XX-XX-XX denotes specific AU 

codes. This dataset was ultimately constructed by five biomedical engineers through cross-validation, 

resulting in a total of 2,944 micro-expression images. 

4.2. Evaluation metrics 

This study compares the YOLOv8-SMART algorithm with the original object detection algorithm using 

key evaluation metrics, including Precision, Recall, F1 Score, and Mean Average Precision (MAP). 

These metrics are crucial for assessing the performance of object detection algorithms. Precision 

measures the accuracy of positive predictions, while Recall evaluates the algorithm's ability to identify 

all relevant instances. The F1 Score serves as a harmonic mean of Precision and Recall, providing a 

balanced assessment of performance. MAP summarizes precision across various thresholds, offering 

insights into the model's ranking capabilities. To ensure the robustness of our analysis, repeated 

experiments were conducted, and statistical measures such as mean and variance were employed to 

evaluate the consistency of the results. This comparative framework effectively highlights the 

differences between the improved YOLO-V8 algorithm and the original object detection algorithm. 

4.3. Results and evaluation 

4.3.1. Main experiment 

In this experiment, we use a computing platform with NVIDIA RTX 3060 GPUs, 32 GB of RAM, with 

the PyTorch deep learning framework (version 1.9.0), as well as libraries such as OpenCV for data 

processing and visualization of results. The dataset is divided into training set, validation set and test set 
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in the ratio of 8:1:1. 100 training rounds are set up, during which we regularly monitor training losses 

and validation metrics to adjust hyperparameters in a timely manner. 

In the testing phase, Mean Average Precision (MAP) and F1-score are utilized as the primary 

evaluation metrics to comprehensively assess the model's performance. MAP effectively reflects the 

average detection accuracy across various categories, offering a clear overview of overall performance, 

which is particularly crucial in multi-class target detection tasks. By calculating precision and recall for 

each category and averaging them across different thresholds, MAP illustrates the capability of model 

to recognize diverse micro-expressions. Meanwhile, the F1-score integrates precision and recall, enhancing 

its effectiveness in addressing unbalanced datasets. By combining these two metrics, we can evaluate the 

effectiveness of model in the micro-expression recognition task in a more holistic manner, providing a solid 

foundation for subsequent improvements and optimizations. 

The F1 score of YOLOv8-SMART in the experiments increases with the confidence level and reaches 

98.9% at a confidence level of 1.0. Figure 7 shows the confusion matrix for detecting micro-expression 

image data on the test set using YOLOv8-SMART. The analysis of the confusion matrix reveals that 

the AU combination categories 405-495 and 705-740 show poor classification performance. Category 

405-495 pertains to AU57 (head forward) and AU58 (head backward), while category 705-740 

involves AU6 and AU7 (eye movements). The system struggles to detect these subtle movements, as 

they are low-intensity AUs. 

To address this issue, a continuous time threshold detection method was applied for low-intensity 

AUs. When the duration of the movement is less than 200ms, it is classified as a low-intensity AU. If 

the duration exceeds 200ms, it is categorized as a high-intensity AU. 

This method allows for better differentiation between short-duration, subtle movements and more 

pronounced facial expressions, ultimately improving the system's overall classification accuracy, 

particularly for low-intensity AUs. 

 

Figure 7. Confusion matrix of YOLOv8-SMART. 
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4.3.2. Comparative experiment 

In previous experiments, we evaluated the performance of the YOLOv8-SMART model for micro-expression 

detection in ASD patients, and next we compared it with five other target detection algorithms. These five 

target detection algorithms are YOLO-v3, YOLO-v5, YOLO-v8, Faster R-CNN and SSD. 

YOLO. YOLO neural network treats the target detection task as a regression problem and combines 

various processes such as candidate box extraction, feature extraction and target classification to achieve 

fast detection. In the YOLO architecture, the input image is divided into an S × S grid, where each grid 

cell is responsible for predicting several candidate bounding boxes. These boxes are uniformly 

distributed throughout the image to provide comprehensive coverage of potential objects. Each candidate 

box has a set of parameters including its position in the grid and a confidence score.  

𝐜𝐨𝐧𝐟𝐢𝐝𝐞𝐧𝐜𝐞 = 𝐩𝐫(𝐨𝐛𝐣𝐞𝐜𝐭) ∗ 𝐈𝐨𝐔 (5) 

The confidence score indicates the likelihood that the box contains an object and is calculated based 

on the model's prediction of the object class and the accuracy of the bounding box coordinates. The 

algorithms in the YOLO series detect objects based on features throughout the image, rather than 

multiple detections in specific areas. This approach offers significant advantages in terms of speed and 

allows real-time processing. 

Faster R-CNN. Faster R-CNN is a method built on fast region convolutional networks. Its feature 

extraction network employs a VGG architecture with 13 convolutional layers and 4 pooling layers. 

Unlike traditional R-CNN, Faster R-CNN introduces a Region Proposal Network (RPN) that efficiently 

generates candidate regions likely to contain targets. These regions are then passed to the following 

networks for target classification and bounding box regression. The accompanying figure illustrates the 

architecture of Faster R-CNN. 

SSD. SSD is a classic network in single-stage object detection algorithms. It consists of three main 

parts: the backbone network, feature extraction network, and detection network. VGG16 is used as the 

base model, with an additional convolutional layer added to generate more feature maps, enhancing the 

network's ability to detect targets in images of varying sizes for micro-expressions. In the detection 

network section, a fixed number of prior boxes are generated at every pixel location of each feature map, 

with the size of the prior boxes determined by the scale S of the input image. Then, the detection network 

generates these fixed numbers of prior boxes at all pixel points of each feature map. 

𝐒 = 𝐬𝐦𝐢𝐧 +
𝐬𝐦𝐚𝐱 − 𝐬𝐦𝐢𝐧

𝐦 − 𝟏
(𝐱 − 𝟏) (6) 

where 𝒙 denotes the feature map, 𝒔𝒎𝒊𝒏 denotes the minimum value of the size scale, and 𝒔𝒎𝒂𝒙 denotes 

the maximum value of the size scale. 

In this experiment, the dataset is divided into training, validation and test sets in the ratio of 8:1:1. We 

use a dataset based on micro-expression images from ASD movies to train the CNN architecture. MAP is 

one of the most important performance metrics of the model. In model training, YOLOv8-SMART has the 

highest MAP. Table 1 reports the precision, recall, F1 score and MAP of the six target detection algorithms 

in the micro-expression detection experiments in this dataset. 
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To better visualize the improvements of YOLOv8-SMART, we conduct the comparison 

experiments three times and calculate the average values of each metric in Table 2. Additionally, 

multiple sets of histograms Figure 8 are used to compare the average values of evaluation metrics for 

different algorithms. 

Table 1. Performance comparison of attention mechanism modules. 

 Accuracy(%) Training Time(h) Memory Consumption(MB) 

MCALayer 94.78 14.3 6.382 

SE 89.2 13.8 5.248 

CBAM  80.3 16.2 7.281 

ECA 87.4 14.1 5.10 

Table 2. Evaluation of six target detection algorithms on various metrics. 

 Algorithm Precision Recall F1 Score MAP 

YOLO-v3 (1) 0.983 0.71 0.30 0.550 

YOLO-v3 (2) 0.987 0.70 0.35 0.543 

YOLO-v3 (3) 0.976 0.69 0.31 0.551 

YOLO-v5 (1) 0.993 0.71 0.25 0.501 

YOLO-v5 (2) 0.990 0.65 0.27 0.489 

YOLO-v5 (3) 0.991 0.70 0.25 0.492 

YOLO-v8 (1) 0.77 0.70 0.32 0.538 

YOLO-v8 (2) 0.74 0.68 0.33 0.540 

YOLO-v8 (3) 0.77 0.69 0.31 0.521 

YOLOv8-

SMART (1) 

0.989 0.72 0.35 0.571 

YOLOv8-

SMART (2) 

0.983 0.71 0.33 0.569 

YOLOv8-

SMART(3) 

0.988 0.73 0.36 0.566 

Faster R-

CNN (1) 

0.70 0.67 0.57 0.552 

Faster R-

CNN (2) 

0.72 0.67 0.59 0.554 

Faster R-

CNN (3) 

0.68 0.69 0.61 0.547 

SSD (1) 0.80 0.64 0.66 0.453 

SSD (2) 0.81 0.60 0.64 0.446 

SSD (3) 0.78 0.65 0.67 0.451 

Through comparative experiments, YOLOv8-SMART has better evaluation metrics parameters and 

therefore has the best target detection. The average precision of the six target detection algorithms is 0.982 

(YOLO-v3), 0.991 (YOLO-v5), 0.76 (YOLO-v8), 0.987 (YOLOv8-SMART), 0.70 (Faster R-CNN), and 

0.797 (SSD). The recall of the YOLO family of algorithms is much higher than that of Faster R-CNN and 

SSD. YOLOv8-SMART has the highest average MAP of 0.568. 

Therefore, the improved YOLOv8-SMART algorithm shows significant effectiveness in the field 

of target detection, especially in micro-expression recognition. 
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Figure 8. Histogram of average evaluation metrics. 

4.3.3. Random repeated experiment 

Random repeated of the experiment not only helps to eliminate the effects of chance but also identifies 

fluctuations in the performance under various conditions. We conduct five random repeated 

experiments, each involving a random division of the dataset into training, test, and validation sets. For 

each experiment, the evaluation metric MAP Is recorded to measure the detection performance of the 

model. The results indicate that the mean MAP across the five experiments is 0.570, with a standard 

deviation of 0.00856. This suggests that the performance of the model remains relatively stable 

throughout the experiments. To present the results more intuitively, we plot Figure 9, which clearly 

illustrates the distribution of MAP values across the experiments. 

 

Figure 9. Boxplot of five random repeated experiments. 
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4.4. Discussion and limitations 

At the current stage, pharmacologic treatment of ASD focuses primarily on alleviating the symptoms 

associated with the disorder rather than curing autism. Available evidence suggests that some of these 

medications have significant side effects in children [30]. Non-pharmacological treatments that show 

solid evidence of improving verbal communication in individuals with ASD include music therapy, 

social behavioral therapy [31]. 

With the development of digital technology, new analytical tools and methods have been introduced 

to the field of film studies. Cinemetrics, as an emerging research paradigm, measures and compares 

stylistic differences in films through a quantitative framework. When applied to ASD-themed films, 

Cinemetrics helps to reveal the subtleties of character micro-expressions, providing viewers with a 

deeper emotional understanding. 

Automated micro-expression recognition algorithms developed for individuals with ASD have 

made significant strides in interpreting emotional expressions within this population. The ability to 

accurately detect and analyze micro-expressions can enhance communication strategies and aid in 

emotion recognition, which often poses challenges for those with ASD. Our algorithm demonstrates 

promising results in identifying key micro-expressions. By offering objective insights into emotional 

responses, this technology has the potential to improve interactions and foster better understanding 

between individuals with ASD and their peers or caregivers. 

The current dataset encompasses a wide range of camera positions and angles, including various 

distances, low and high angles, and diverse lighting conditions. During the labeling process, we 

incorporated AU51-AU58, which are specifically designed to capture head posture and movement, 

thereby enriching the information available for facial expression recognition. Despite these efforts, 

practical applications may still encounter challenges, such as extreme lighting conditions (e.g., strong 

backlighting or overexposure) and partial occlusion (e.g., from hair, glasses, or hands), which can lead 

to the loss or misidentification of facial keypoints. Additionally, in some cases, faces in near and middle 

views may appear disproportionately large, while detection frames in distant views may be too small, 

compromising the algorithm's ability to accurately recognize micro-expressions and ultimately reducing 

detection accuracy.  

These challenges can impact the stability and reliability of facial expression analysis systems in real-

world settings, such as telemedicine and mental health assessments. Nevertheless, this study provides a 

novel perspective on micro-expression recognition, highlighting the need for further research to enhance 

both the comprehensiveness and practical applicability of such systems. Future work will focus on 

improving the model's robustness in complex environments and enhancing its ability to adapt to varying 

conditions across different clinical settings. 

5. Conclusion and future work 

The micro-expressions displayed by individuals with ASD provide valuable insights into their emotional 

state. By utilizing video frame-splitting techniques, we can capture these fleeting expressions to gain a 

more nuanced understanding of the emotional experience of people with ASD. This approach has great 

potential for healthcare professionals seeking to more accurately characterize the psychological state of 

people with ASD. 
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In future studies, our research aims to extend the current dataset by increasing the number of 

micro-expression images to include images of ASD patients of all ages from real life. This extension 

is essential to enhance the robustness and applicability of our micro-expression recognition system. 

We are also committed to exploring and improving various target detection algorithms to evaluate 

their effectiveness in recognizing micro-expressions and to determine the most effective methods 

for ASD micro-expression analysis. 

In addition, we plan to collaborate with experts in the field of ASD to gain a deeper understanding 

of the unique challenges and nuances of this disorder. This collaborative approach will allow us to 

improve our models and algorithms to better meet the specific needs of individuals with ASD, ultimately 

leading to more effective diagnostic tools and therapeutic interventions. 
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