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Abstract: This article provides a two-layered framework to conceptualize privacy and data 

protection law. Drawing upon Kirsty Hughes’ behavioural understanding of privacy, this 

article argues that a common denominator in mainstream privacy theories can be identified 

by defining privacy as the guarantee of a free environment for social interaction. Data 

protection law serves as not only normative barriers to obtain and maintain privacy, but also 

crushers of unnecessary barriers created in the construction of the digital environment, which 

may insert existing social bias and create new forms of digital divide. This theoretical 

framework provides a better link to the ‘group privacy’ debate and challenges several 

orthodoxies in data protection law such as the centrality of the concept of ‘personal data’ and 

‘individualistic control’ as the essence of the right to data protection. This article concludes 

that enhancing public participation and deliberation in digital environmental decision-making 

can be a promising direction forward to safeguard social freedom in a digital era.  
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1. Introduction 

Despite their perplexing relationships, privacy and data protection are two closely related 

terms and sometimes used interchangeably. Privacy has a long history in theoretical 

discussions across various disciplines such as philosophy, anthropology, sociology and legal 

studies. Ironically, the consensus regarding the meaning of privacy is that there is no 

consensus on its definition. The unsuccessful attempt of influential privacy theories to find a 

common denominator towards a top-down conceptualization nonetheless provides valuable 

insights of the rich meaning of privacy. In particular, recent literature has shifted from 

understanding privacy via an individualistic-oriented approach to uncovering its social values [1]. 

By contrast, data protection is a recently developed terminology, which is commonly used in 

the European context. The threats to dignity, freedom and democracy by ubiquitous 

digitization and large-scale data processing activities have attracted increasing regulatory 
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attention and facilitated the development of data protection law. Despite the inextricable link 

with privacy in its early evolution, data protection has arguably been recognized as an 

independent fundamental right in the European Union (EU) [ 2 ]. Nevertheless, many 

theoretical queries, such as the essence of the right to data protection and its relationship to 

privacy, have not been satisfactorily responded.   

This article provides a two-layered theoretical framework for understanding privacy and 

data protection. Firstly, it argues that a common denominator can be identified within the 

mainstream taxonomy of privacy theories, i.e. the guarantee of the environment for free social 

interaction. This position echoes the behavioural understanding of privacy introduced by 

Hughes [ 3 ]. Secondly, inspired by her ‘barrier theory’ and considering the distinction 

between data and information, this article emphasizes the role played by data protection law 

in the digital environment as not only normative barriers but also barrier crushers for 

safeguarding social freedom. Taking into account the purely constructive nature of the digital 

environment, data protection law should be regarded as the normative infrastructure in the 

digital environment, guaranteeing that the digitization progress and subsequent digital 

environmental decision-making provide additional spheres for free social interaction rather 

than introducing discrimination, social exclusion and distributive injustice.  

Other scholars have also drawn upon certain similarities between environmental 

pollution and data misuse to seek for common regulatory lessons in environmental law and 

data protection law [ 4 ]. This article provides a more comprehensive argument: data 

protection should go beyond individual control over personal data and put an emphasis on 

the control of the digital environment; it is not merely an issue of ‘data pollution’[5] but more 

about public participation and deliberation in the construction of the digital environment. The 

subsequent data processing related decision-making should go beyond individual choice and 

consent and concern more about the sustainability of the digital environment. 

The two-layered model can fill the gaps within existing literature in the following 

aspects. Firstly, it provides a new perspective to understand the mysterious ‘entangling and 

disentangling’ relationship between the right to privacy and the right to data protection: the 

common role played by these two concepts in facilitating social interaction at different levels 

explains why they are intrinsically linked but different. Secondly, the environmental 

understanding of data protection provides a better link to the new round of debate about group 

privacy. Thirdly, this theoretical framework puts forward a new perspective to consider two 

key presumptions in data protection law: 1) the centrality of the concept of ‘personal data’ [6]; 

2) individual control over personal data as the essence of the right to data protection [7]. 

Following the introduction, Section 2 provides the details of an environmental 

understanding of privacy and how it links to existing literature. Section 3, by elaborating the 

difference between data and information and highlighting the constructive nature of data and 

the digital environment, sets out a new theoretical basis for understanding data protection. 

Section 4 explains the legal implications of this theoretical framework. Section 5 concludes.  
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2. An environmental understanding of privacy 

Social and behaviour studies have noted the relationship between privacy and social 

interaction [8]. Schoeman provides a comprehensive examination of the important role of 

privacy in facilitating social interaction and upholding social freedom [9]. His observation 

starts from the criticism of Mill’s individualistic definition of liberty and freedom, pointing 

out the vulnerability of individuals when faced with various social control (formal, such as 

law; or informal, such as social pressure) in the social contexts surrounding them [10]. He 

then emphasizes privacy’s role in counterbalancing social control and ensuring social 

interaction and freedom [9]. More recent literature has put forward similar criticisms of the 

individualistic-oriented conceptualization of privacy and has attracted increasing attention to 

environment’s constructive effects on individuals’ understanding of themselves and their 

decision-making [11]. 

This section argues that other privacy theories, with less obvious relevance to social 

interaction and some of them individualistic-oriented, can be interpreted as sharing a similar 

emphasis on privacy’s role in facilitating free social interaction. For instance, Fried’s privacy 

theory is often labeled as ‘(individual) control over personal information’ and ‘intimacy’ [12]. 

A closer examination of Fried’s expression, however, suggests his emphasis on privacy as 

‘the necessary context’ for developing certain important social relationships [13]. Through a 

social interaction-based theoretical lens, Fried’s critics’ theories can also be included in this 

line of argument. Reiman’s theory treating privacy as a precondition of personhood also 

reflects an environmental understanding of privacy. He argues that ‘“selves” are created in 

social interaction rather than flowering innately from inborn seeds’ and that privacy is the 

‘necessary conditions to the creation of selves’ [14]. Thus a common rationale in Reiman’s 

and Fried’s theories is that privacy functions as an essential element in the environment 

surrounding individuals to develop social relationships and shape their personhood.  

If the privacy conceptions of Remain and Fried are limited to certain special categories 

of social relationships such as love and friendship, later theoretical developments break such 

restrictions. For instance, Rachels’ relational privacy theory places a special emphasis on the 

broader scope of social interaction enabled by privacy [15]. Rachels argues that privacy is 

necessary for individuals to control access to their information, to regulate their behaviour 

and to develop various social relationships with different people [15]. He emphasizes that a 

‘social relationship’ does not mean ‘anything especially unusual or technical’ and instead 

includes various usual social relationships [15]. Roessler and Mokrosinska further develop 

this line of argument via an examination of privacy’s role in three types of relationships: 

intimate relationships, professional relationships and interactions between strangers [16]. 

They conclude that privacy is ‘a necessary condition for the efficient functioning of these 

different forms of interaction’ [16], and ‘by facilitating social interaction, norms of privacy 

contribute to creating the social conditions that are required for the successful exercise of 

individual autonomy’ [16].  

The right to be let alone and secrecy can also be included in the interaction-based 

theoretical framework. For instance, Poullet points out that the two aspects of privacy – ‘the 
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right to seclusion’ (opacity, secrecy or intimacy) and the ‘possibility to develop our capacity 

to choose’ – serve as the conditions for pursuing a common objective: to allow individuals 

to freely develop relationships and to fully participate in social life [17]. 

A similar perspective to understand privacy through an environmental-oriented lens can 

be found in Cohen’s privacy as autonomy theory. Cohen highlights the power asymmetry 

between individuals and institutions in the current social and technological context, 

considering (data) privacy as the necessary conditions for individuals to exercise meaningful 

autonomy [18]. She argues that ‘the nature and importance of privacy can be understood only 

in relation to a very different vision of the self and of the self-society connection’ [18]. But 

she fails to interpret the collaborative relationships between privacy norms and other 

elements in the environment that may also influence our autonomy and freedom [19]. 

As Hughes points out, these theories still require a definition of the ‘self’, which may 

‘fall back on the identification of universally accepted privacy-related interests’ [3]. Shifting 

the focus of attention from access control to social interaction-related elements can better 

manifest the subjective component of privacy, which is a state experienced by individuals [3]. 

By emphasizing ‘experience’ as the central point in understanding privacy, Hughes 

draws upon Altman’s theory and provides a more elaborated explanation of privacy’s role in 

facilitating social interaction [8]. According to Hughes, three types of barriers can be 

employed to obtain and maintain privacy: 1) physical barriers; 2) behavioural barriers 

(including both verbal and non-verbal forms of communication to show desire for privacy); 

3) normative barriers [3]. Privacy is experienced when these barriers are respected. 

Normative barriers play an especially important role when physical and behavioural barriers 

are challenged by ‘penetrating-technologies’ and fail to provide adequate protection [3]. 

Privacy norms thus form an essential element in forming the baseline in an environment for 

free social interaction. 

A new common denominator of various privacy theories can thus be identified: privacy 

norms serve as the normative infrastructure in the social environment which permits free 

interaction. Hughes’ barrier theory can provide a basis for developing a two-layered approach 

to understanding privacy and data protection law. In the following section, by examining the 

difference between data and information, it is observed that unnecessary barriers and thus 

new forms of digital divide can be created during the digitization process. Privacy law can 

be perceived as the normative barriers at information level; data protection law functions as 

both normative barriers and barrier crushers at data level. 

3. Normative barriers and barrier crushers in constructing a free digital environment 

3.1. Tracing back to the ‘legal irrelevance’ of the difference between data and information 

In comparison to privacy, ‘data protection’ is a recently developed term: it originated in 

Europe and has become influential around the world [20]. Interestingly, the German word 

Daten did not exist before the invention of computers; it originally referred only to the digital 

codes operated by computers. Compared to ‘information’, the German word Daten had a 

narrower meaning and covered only information in digital format [21]. 
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Such technical difference between information and data (the English equivalence of 

Daten) was, however, lost in translation during the subsequent legislative process in Europe [22]. 

In 1973, the Council of Europe released a resolution on the protection of electronic personal 

data in the private sector [23]. Its explanatory report stated that data and information can be 

used interchangeably despite slight differences in nuance [24]. Afterwards, the translation of 

the Datenschutz concept into English and French in Convention 108 ‘subtly made the traces 

of automated processing present in Daten legally irrelevant’ [25, 22]. The EU Data Protection 

Directive defines ‘personal data’ as ‘any information relating to an identified or identifiable 

natural person’ [26]. The General Data Protection Regulation (GDPR) does not change the 

interchangeable usage of data and information [27]. But the GDPR shows a clear tendency 

to detach data protection from privacy: the term ‘privacy’ has been removed from central 

concepts; instead ‘data protection’ is adopted throughout the GDPR [28]. 

It can thus be observed that the legal irrelevance of the technical difference between data 

and information is not intrinsic to any rationale of data protection law; it was rather a legal 

construction at the emerging stage of digital technologies. The radical digital transformation 

and automated decision-making pose serious doubts to the legal irrelevance of the distinction 

between data and information. Scholars from other disciplines have critically assessed the 

misleading expressions such as ‘raw data’, and have disclosed the bias and unfairness 

embedded in the digitization process [29]. In legal discourse, however, there are very limited 

discussions about the difference between data and information. As Bygrave points out, the 

regulatory importance of data and information-related concepts has not received enough 

weight within legal discussion; the current legal definitions thus fail to provide a stable 

analytical apparatus to effectively respond to the social problems shaped by rapidly changing 

technologies [30]. 

The mainstream understanding of data protection law in the European context, where the 

terminology ‘data protection’ originated, regards data protection rights and principles as the 

regulation of the conditions under which personal data can be lawfully processed [31]. 

Bygrave describes the function of data protection principles as the sanitization of the 

informational environment [32]. But as the difference between information and data will 

elaborate (see below), data protection should be understood more broadly as concerning not 

only the conditions for the processing of personal data (from collection to deletion), but also 

the regulation of the digitization process. The digitization process determines what features 

of the real-world entities will be included and excluded from the digital environment, how 

the included elements will be translated into data and how they will be weighed in the 

subsequent automated decision-making process. These factors have impacts on individuals, 

including both data subjects (people included in the digital environment) and non-data 

subjects (people excluded from the digital environment). Data protection thus needs to 

concern not only the digitized part but also the peripheral non-digitized part of the real world. 

It goes beyond serving as the normative barriers in maintaining privacy and concerns more 

about the distribution of resources and risks. 
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3.2. Understanding ‘data’: ‘abstractions’ or ‘representations’ of the real-world entities? 

Mainstream information theories equate information to ‘data plus meaning’ (semantic 

content) [ 33 ]. Following a comprehensive examination of the definitions of data and 

information, Gellert points out that the semantic and pragmatic facets of information which 

emphasize the meanings represented by information in communication process have been 

widely adopted [ 34 ]. In contrast to information, data has been widely understood as 

representational and purely syntactic in both traditional and contemporary contexts [34]. 

Departing from this conceptual lens, Gellert reminds the overlooked syntactic dimension of 

information: information as signs existing independently of any cognitive agent [34]. He 

suggests that data and information ‘equally represent the properties of objects and events’ 

and their difference is merely that information represents entities in a more ‘compact and 

useful way’ [34]. 

The DIKW (data-information-knowledge-wisdom) pyramid is a well-established 

description of the relationship between data and information [35]. It is a summary of the steps 

in the knowledge production process. The DIKW pyramid contends that data can serve as the 

raw materials to generate information; information can then be used to generate knowledge; 

and wisdom can be extracted from knowledge [36]. Drawing upon the DIKW model, Gellert 

argues that data represent real-world entities not because they are signs but because they are 

‘an ensemble of features or attributes, which, put together, will allow for a representation of 

such entity’ [34]. He thus defines data as ‘abstractions of real-world entities’, rather than 

representations of such entities [34]. The simple and linear information flows in a 

communication logic are not applicable in the current big data era where the goal of data 

processing is not to ‘communicate’ information but to ‘learn’ from data and ‘create’ new 

knowledge [34]. 

Data protection regimes were designed within a communication logic, with their main 

focus on the regulation of linear data flows such as collection, storage, retrieval and transfer 

of data [34]. The insufficient regulatory attention to the knowledge production dimension of 

data processing reflects a mismatch between data protection law and current technological 

context [34]. Gellert concludes that algorithmic regulation should shift from the regulation 

of ‘information technology’ to the regulation of ‘knowledge technology’; a potential entry 

point is to model algorithmic regulation on the basis of the DIKW pyramid which reflects the 

‘learning’ nature of data processing [34]. 

The following paragraphs, however, argue that the DIKW pyramid is quite a simplistic 

description of the relationship between data and information, without paying sufficient 

attention to the constructive nature of data. This article adopts Gellert’s definition of data as 

‘abstractions of real-world entities’ but argues that data are never just existing there. Data are 

the ensemble of features or attributes of the represented entities; but the selection of particular 

features or attributes are conducted by human beings. Data are never neutral or objective 

representation of real-world entities. Modelling data protection law and algorithmic regulation 

on the DIKW pyramid will overlook the constructive nature of the digitization process.  
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3.3. Challenging the DIKW pyramid 

Data can carry semantic information; but this does not mean data are the digital equivalence 

of that information. Compared to the widely used expression of the ‘collection’ of data, 

‘creation’ of data is a more accurate description of the very first stage of data processing. A 

translation from semantic information to data is involved in the data ‘collection’ process. 

There is no single objective route for such translation. Social norms and bias can be inserted 

in the translation regimes in an invisible manner [37]. Born-digital data, such as sensor data 

and smart meter records, seem not to involve the translation from information to data. 

However, as Morozov comments, in the data gathering process, human beings’ subjective 

judgments in the design of data systems will decide what elements will be measured for what 

purposes, under what methodological approach, with what devices and under what 

circumstances certain elements will be highlighted or shaded [38]. Data are not neutral 

abstractions of real-world entities. Rather, they reflect how people ‘slice up’ and interpret 

social facts in the environment [38]. 

When data are analyzed to generate information, another translation process is involved. 

Data miners must translate a problem into a question (the ‘target variable’) with some 

quantified elements (the ‘class labels’) so that computers can solve the problem. Some target 

variables, such as ‘creditworthiness’ and ‘good employees’, do not have conclusive 

definitions. When designing the class labels to quantify different aspects of the target 

variables, there exist risks of bias and discrimination. Even if the biased and discriminatory 

models are not intentionally designed, they inherit the shortcomings of prior assessment 

mechanisms [39]. 

The translation in the digitization process casts serious doubts to the DIKW pyramid. As 

explained above, the translation between data and information is by no means in a single 

direction. Apart from information, relevant knowledge, wisdom, values, bias and social 

norms are also used to create data. These concepts can never be clearly separated and 

summarized in a single-direction pyramid. Rather, they form a continuous process, within 

which the complexities can be better illustrated by the circle in Figure 1 (DIKW-plus Circle).  

 

Figure 1. DIKW-plus (Data-information-knowledge-wisdom, values, social norms, 

bias and other contextual dynamics) Circle. 
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The controllers of the digital environment can create new groups by selecting specific 

attributes of real-world entities as the parameters for data processing. The formation of these 

new groups establishes new barriers in the digital world. Individuals may develop new 

behavioural barriers and social norms to mitigate the negative effects resulted from these 

digital barriers. As the ‘ethics of indifference’ developed in parallel with people’s changing 

attitudes and learning capacity suggests, technological transformation and norm development 

cannot be separated [40]. But due to the information and power asymmetries between 

individuals and the controllers of digital environment, it is hard to remove the barriers by 

individual choices. Within the new groups created in the digital environment, individuals do 

not know other members of the group and can hardly comprehend the consequences of 

belonging to such groups. The lack of knowledge of their group memberships eliminates the 

premise for individuals to adopt behavioural measures to demolish the unnecessary barriers 

created by digital environment controllers. The large-scale data processing and automated 

decision-making are ‘extremely powerful and potent due to their networked, continuously 

updated, dynamic and pervasive nature’.[41] According to Karen Yeung, the legitimacy of 

big data technologies cannot rely solely on individual consent and should be strictly checked 

by effective and enforceable constraints to guarantee the appropriate design of digital 

environment [41]. 

3.4. A two-layered model for understanding privacy and data protection law 

Data protection law and norm should serve as such effective and enforceable normative 

constraints, going beyond merely protection of ‘personal data’ and functioning as not only 

normative privacy barriers or barriers for protecting ‘personal data’ but also normative tools 

to demolish unnecessary barriers which create new forms and degrees of social divide, so as 

to facilitate social interaction and freedom. The real value of data protection is thus the 

control of digital environment, which shapes ‘socio-digital interaction’ [40]. If privacy law 

is perceived as the guarantee of the necessary environment for social interaction at 

information level, data protection law can be understood as providing an additional layer of 

protection of the environment for free social interaction at data level. 

As current privacy and data protection regimes largely overlook the ‘nuanced’ difference 

between data and information, the typical legal tools fail to pay sufficient attention to the bias 

and discrimination generated in digitization process. Their regulatory failure can be observed 

from the following aspects. Firstly, the individualistic-oriented concept of ‘personal data’ cannot 

fully accommodate the distributive issues in the design process of digital environment [42]. The 

precautionary measures which can cover the design of the data processing systems, such as 

data protection impact assessment (DPIA) and the requirement of data protection by design, 

operate on the prerequisite where ‘personal data’ are involved. Secondly, the impact 

assessments are premised on the condition that individuals have been included in certain 

digital environment; subsequent impact assessments evaluate whether collected ‘personal 

data’ are processed lawfully and fairly, or more broadly whether the processing interferes 

with data subjects’ fundamental rights [43]. But the impacts on individuals who have not 
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been included or who refuse to be included in the data processing systems cannot be 

evaluated within the framework of DPIA. A serious problem would be that an individual 

without digital footprints might be regarded as too ‘suspicious’ or ‘risky’ [44]; whereas 

people who have ‘valuable credentials, clean medical records, and impressive credit scores’ 

can get advantaged economic treatment [45]. This may intensify the digital divide. Thirdly, 

scholars have called for a right to off-line alternatives or a right to de-networking to mitigate 

the negative impacts resulted from radical digitization [40]. But the importance of off-line 

alternatives is not simply about to be unconnected or de-networked, but about the guarantee 

of equivalent quality of (unconnected) life. That is to say, choosing to get out of the digital 

environment should not disproportionately affect the individuals’ social interaction.  

The following section thus explores how the two-layered model for understanding 

privacy law and the added-value of data protection law can contribute to legal discourse and 

normative development. It also demonstrates that these regulatory deficits can be mitigated 

by such layered thinking.  

4. Legal implications of an environmental understanding of privacy and data protection 

4.1. A better link to the concept of ‘group privacy’ 

The two-layered environmental understanding of privacy and data protection law can provide 

a better response to the problems resulted from group identities and thus a better link to the 

concept of ‘group privacy’, the central idea derived from the new round of theoretical debate 

led by Taylor and others [46]. As the multi-disciplinary research in this debate demonstrates, 

the traditional rationale in privacy law fails to tackle the problems generated in large-scale 

data processing; the idea of group privacy provides new perspectives to consider how 

‘privacy interacts with data protection’ [46, p. 234]. 

Departing from the individual control theory, the ‘spherical or contextual notion of 

privacy’ emphasizes the circumstances for data processing and the sphere (contexts and 

purposes) for defining such circumstances [46, pp. 37-66]. The collective dimension of 

privacy has shifted the regulatory focus from confidentiality to risks of discrimination and 

other negative impacts associated with unfair and harmful data processing [46, p. 148]. A 

systematic thinking about the risks embedded in various modern data systems would 

highlight the importance of impact assessments [46, pp. 159-173]. Some connection between 

privacy and environmental rights can be built via the view of group rights, suggesting that 

the key challenging point in the current social context is not the specific individual choices 

affected by various nudges but the radical digitization of the environment where human 

beings reside [46, p. 219]. 

These arguments share a common emphasis on the inadequacy of a sole focus on 

individual decision-making and the importance of normative architecture in the digital 

environment. The environmental understanding of data protection in this article can thus 

provide a better response and connection to the issue of ‘group privacy’. It shows that data 

protection regimes are not only about granting individuals several rights while leaving them 

to make their own decisions, but also about promoting participation and deliberation in 
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constructing the digital environment. The two-layered structure of this conceptual framework 

can provide a more granular observation of how different factors in the environment interact 

with each other, how unnecessary and undesirable barriers can be created in digital 

environmental decision-making, and why behavioural barriers largely fail to function 

effectively and normative elements are thus especially important.  

4.2. A problematic ‘law of everything’? 

In connection to the issue of ‘group privacy’, it is demonstrated that the dominant definition 

of ‘personal data’, which requires data subjects to be identified or identifiable at an individual 

level [47], cannot address the problems caused by data processing based on group identities. 

In such circumstances, data protection law does not apply. The identifiability criterion in the 

concept of personal data, although broadly defined and praised as protective [6], still falls 

behind technological developments. It is suggested that additional protection for group 

privacy is needed to complement the individual rights-based approach [46, p. 236]. 

By contrast, Purtova argues that the definition of personal data in EU data protection law 

is over-broad; it can turn data protection law into a ‘law of everything’ in the future [48]. The 

broad definition of personal data has good intention to provide high level protection; but such 

‘highly intensive and non-scalable’ data protection regime ‘will not simply be difficult but 

impossible to maintain in a meaningful way’ [48]. For addressing such tensions between the 

protective aim and regulatory feasibility, Purtova suggests to abandon the distinction between 

‘personal data’ and ‘non-personal data’ as the starting point of data protection law [48]. She 

then argues that data protection law should instead focus on seeking remedies for broadly 

defined ‘information induced harms’, including both individual and collective negative 

impacts [48]. But the concept of ‘harm’ is by itself very controversial; a broad definition of 

‘information-induced harms’ might find difficulties to fit within existing legal frameworks. 

The environmental understanding of data protection can provide an alternative 

theoretical basis to consider the issue of ‘law of everything’. Purvota’s concerns are for 

pragmatic reasons: the effectiveness of law might be compromised due to the apparently 

broad scope of application. But understanding data protection law as the normative 

infrastructure of a fair and free digital environment goes beyond the protection of personal 

data. In this sense, the environmental understanding of data protection law also departs from 

the ‘personal data’ centred approach. It instead suggests that a ‘law of everything’ is not 

intrinsically problematic. If the value to be protected is so important, embedded everywhere 

in the environment surrounding individuals and can significantly shape human behavior [49], 

a ‘law of everything’ can be justified. The pragmatic difficulties in enforcement cannot vacate 

the need for a holistic and broadly designed data protection regulatory framework; they rather 

suggest the need for more innovative enforcement strategies and instruments. 

This article does not suggest the current data protection laws to completely abandon the 

concept of ‘personal data’ and the individual rights-based approach. But it should be 

recognized that the protection of personal data is insufficient. The precautionary measures in 

data protection laws, such as DPIA and data protection by design, are also restricted by the 
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scope of ‘personal data’ and focus on the impacts on individual rights. They cannot provide 

sufficient normative safeguards to demolish unnecessary barriers created in the digitization 

process. As Steele insightfully points out, the construction of environmental problems, risks 

and assessments should be understood as an issue of collective societal interests, rather than 

private or group interests [50]. An environmental understanding of data protection law fits 

better with the collective dimensions of the issues in constructing the digital environment. 

4.3. The essence of the rights to privacy and data protection: from maintaining normative 

barriers to facilitating public participation 

The environmental understanding of data protection can respond to another theoretical 

confusion reflected in the jurisprudence of the Court of Justice of the European Union 

(CJEU): the essence of the rights to privacy and data protection [51]. 

The CJEU has consistently recognized the distinction between the rights to privacy and 

data protection, but it fails to provide convincing explanations about the details of such 

distinction. In Digital Rights Ireland [52], concerning the validity of the Data Retention 

Directive which permitted blanket retention of metadata for a maximum of two years, the 

Advocate General (AG) explicitly embraced the idea of an ‘autonomous’ right to data 

protection but failed to provide elaborated interpretation of this right [53, point 55]. His 

argument that the blanket retention of metadata in this case was ‘primarily’ related to the 

right to privacy and only ‘secondarily’ to the right to data protection is deeply problematic: 

it is unclear why privacy in this case was the primary concern whereas data protection was only 

secondary [53, point 66]. The reasoning in the final judgment by the CJEU was even more 

controversial [54]. The Court held that the essence of the right to privacy was not adversely 

affected as the content of communication was not interfered [52, para. 39], without explaining 

why the content information could serve as a benchmark for assessing the interference to the 

‘essence’ of this right. In addition, the Court addressed the essence of the right to data 

protection for the first time: the essence of this right was not adversely affected because the 

Data Retention Directive provided explicit data security requirements, mandating appropriate 

technical and organizational measures against ‘accidental or unlawful destruction, accidental 

loss or alteration of the data’ [52, para. 40]. In Schrems II, the AG provided a similar 

explanation as regards the essence of these two rights, with privacy’s emphasis on the content 

of communication and data protection’s focus on data security [55]. Such an interpretation 

touched upon only very limited aspects of the essence of the right to data protection. 

As Brkan points out, the CJEU has yet provided a clear, convincing and coherent 

interpretation of the essence of these two rights [56]. Brkan argues that the infringement of 

the essence of a fundamental right can be established only where the interference is so serious as 

to ‘make it impossible to exercise this right or call into question the existence of this right’ [56]. 

She further explains that the specific data protection requirements in Article 8 of the Charter 

of Fundamental Rights of the European Union (Charter), such as fair and lawful processing 

and the establishment of independent data protection authorities, should not be interpreted as 
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the direct benchmark for assessing the interference with the essence of the right to data 

protection [56]. 

This article agrees that the specific requirements in Article 8 of the Charter should not 

be interpreted as direct indicators of the essence of the right to data protection. The theoretical 

framework in this article does not aim to provide a top-down definition of the essence of 

these two rights. But it can provide an alternative perspective to consider this question. 

In the light of the judgment in Digital Rights Ireland, serious flaws in data security and 

confidentiality would constitute infringements on the essence of the right to data protection [52, 

para. 40]. In subsequent cases such as Schrems II, the AG consistently explained that the 

essence of the right to data protection was respected because certain safeguards, although 

imperfect, were adopted to protect the security, confidentiality and integrity of data [55, points 

279-280]. 

This reasoning may not necessarily suggest that data security itself is the essence of data 

protection rights. Rather, in such circumstances the essence has been infringed because 

serious security flaws in the organizational or technical measures can cause systematic 

influence on both particular data systems and unpredictable impacts on the whole digital 

environment (especially considering the currently hyper-connected technological context), 

negatively affecting indefinite number of people and lasting for long periods. Petkova and 

Boehm’s argument that unfair profiling can infringe the essence of the right to data protection 

also makes sense under an environmental understanding of data protection [51]. Their 

emphasis on unfair profiling, rather than the identification of individuals, is consistent with 

the suggestion to abandon the increasingly blurring distinction between personal data and 

non-personal data. The focus on the fairness of profiling systems also concerns important 

architectural elements within the digital environment. 

Some insights in environmental law can also inform the fundamental aspects of the right 

to data protection. The conservation of biological diversity and ecological integrity has been 

argued as the ‘fundamental’ aspect for achieving ecological sustainability [57]. Biological 

diversity and ecological integrity thus need to be granted sufficient weight and priority in 

environmental decision-making. Similarly, when thinking about sustainable development of 

a digital environment, the conservation of diversity and social integrity in the digital 

environment should be considered as a ‘fundamental’ or ‘essential’ aspect, and thus the 

essence of the right to data protection. Like environmental problems in the physical world, 

inappropriate design of the digital environment and subsequent data processing may have 

disproportionate impacts on vulnerable groups, exacerbate digital divide and harm social 

integrity [58]. The failure to adopt appropriate organizational and technical measures to 

protect data security may create new types of vulnerabilities that distribute unequally among 

different social groups. As suggested in previous sections, under-regulated digitization and 

unfair profiling may exacerbate existing social bias and even promote covert social exclusion, 

which would be contradictory with the conservation of diversity and social integrity.  

As for the right to privacy, the CJEU has appeared to consider the access to content data 

as an important ‘benchmark’, or at least the most explicit factor to be considered, when 

assessing the infringement of its essence [56]. For instance, in Digital Rights Ireland, the 
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Court ruled that there was no infringement of the essence of the right to privacy as the content 

of the communications was not required to be processed under the Data Retention Directive [52, 

para. 39]. In Schrems, the Court held that the US public authorities’ blanket access to the 

content of electronic communications impaired the essence of the right to privacy [59]. 

Consistently, in Schrems II, the AG reiterated that there was no breach of the essence of this 

right as the data transfer framework in question did not permit generalized access to the 

content of communications [55, points 273, 278]. 

The two-layered theoretical framework in this article can answer why the essence of 

privacy connects to the content of communications. Considering the difference between 

information and data, information has a stronger emphasis on the content layer. Thus privacy 

law can be understood as the normative guarantee of the environment for free social 

interaction at information level, in both pre-digital and the digital society. The right to data 

protection is a newborn right in response to the social problems complicated by digitization 

and the evolution of digital technologies. It can be understood as providing an additional 

layer of protection for the environment that permits free social interaction at data level.  

This two-layered framework can thus provide a new perspective to explain the difference 

and ‘intrinsic’ link between privacy and data protection. It can also help explain that on the 

one hand, in many CJEU cases, the AG and judges explicitly recognize that the right to data 

protection is distinguished with the right to privacy and has its separate legal basis; on the 

other hand, in their reasoning, it is hard to find a case where the assessments of the 

infringements of these two rights have really been separated. It is also rare to find that the 

right to data protection has been infringed without infringing the right to privacy; the 

infringements of these two rights are often analyzed together. As in Schrems II, the AG 

pointed out that although the frameworks for analyzing the infringements of these two rights 

are ‘conceptually distinct’, ‘they overlap in the case of Article 8 of the Charter’ [55, footnote 

120]. In a subsequent note, the AG further explained that granting public authorities 

undifferentiated access to the content of communications would constitute infringements to 

the essence of both the rights to privacy and data protection [55, footnote 147]. 

It should be noted that the two-layered model does not suggest to separately consider the 

protection of the digital environment and the natural environment. Digital environment 

permeates to the real world and the influence is not in any sense ‘less real or vital’ [60]. When 

digital identities find either individual or group connection with real human beings, the risks 

of compromising free social interaction in the physical world will increase. The regulatory 

insights from the two-layered model still need to be considered within the holistic social context. 

5. Conclusion 

The two-layered theoretical framework puts forward a granular perspective to consider the 

added-value of data protection law. Different from privacy law, data protection law serves as 

not only normative barriers for safeguarding privacy but also crushers of unnecessary barriers 

created in the construction process of the digital environment. 
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The environmental understanding of privacy and data protection law can provide 

policymakers with a solid conceptual basis for adopting a more proactive stance to interpret 

these two rights. This theoretical framework further suggests the necessity to introduce 

precautionary measures against up-stream privacy and data protection risks. The unchecked 

expansion of digitization and large-scale data processing may cause severe impacts on the 

environment; whereas the harms might be ‘systematically downplayed’ by the more 

traditional approaches to conceptualizing harms in legal discourse [61]. Controllers of digital 

environment may misrepresent consumers and hide their privacy and data protection 

concerns in front of policymakers, so as to lobby against legal intervention [62]. Individuals’ 

voice regarding their diverse understanding of risks and harms involved in the digitization 

process cannot be heard. In such circumstances, ‘extra precaution’ should be justified [63]. 

In-depth discussions about the concretization of the precautionary principle in data 

protection law [64] and the facilitation of public participation and deliberation in digital 

environmental decision-making need to be explored more thoroughly by future research. The 

deliberative dialogue (in the form of ‘citizen jury’) conducted by the RSA’s Forum for Ethical 

AI provides a good example of a promising way forward to democratize the digital 

environmental decision-making process [65]. 
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