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Highlights: 

⚫ Digital technology is proposing new solutions but it is also creating some problems. 

⚫ This paper analyses current laws by looking back at past legal theories about ethics. 

⚫ We argue that modern regulation needs to be guided by a risk-based approach. 

Abstract：It is abundantly clear that the digital revolution involves changes in every corner of our lives. 

It is affecting the economy by increasing efficiency and hence profitability, but these new developments 

have also affected everyday transactions of the traditional middle class. The changes have given rise to 

global and multinational shifts which increasingly affect sectors of our domestic economic structure. 

The technology giants control the digital systems and hence control our personal information, that is the 

way we live and interact in a social setting. This has changed the very fabric of society. It is important 

to recognise these changes as the inevitable fact is that the digital revolution is here to stay and indeed 

it has not run its course yet. New institutional frameworks have emerged and these are untested. We are 

experiencing changes to our existing social reality but without all the necessary understandings of our 

new reality. This paper will ask how and importantly whether a risk based ethical construct can protect 

our personal security and our privacy. 
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1. Introduction 

The world is experiencing a new form of complexity driven by the digital ecosystem which combined 

with increased global conflict has put a sharp focus on the construction of society itself. This paper will 

argue that the way we interact with each other has fundamentally changed. The driver of these changes 

is the increasing use and development of digital systems. The issue is that to function in a society, that 

is, to fulfil all the necessary tasks in our daily life we use the Internet of Things (IoT). An asymmetrical 

power imbalance exists in relation to the use and control of the IoT and the question is now, “who has the 

power to raise issues, define problems, or propose and create the solutions to the problems created [1]” by 

the IoT? This paper will analyse the effect of the IoT on society. 
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A key problem society is facing is that the digital age has brought about fundamental changes 

affecting the social fabric that holds us together. Some changes no doubt have brought benefits but others 

such as surveillance have not. The issue is that risks have emerged and need to be highlighted. Solutions 

need to be found to eliminate the risks. The tools to do this need to be ethically driven by people to be 

sustainable. For the purpose of this paper, we define a model of risk-based ethics while considering the 

EU GDPR and the EU AI Act which are at this time important and pioneering legislation pieces. 

Digital technology continues to propose new solutions but it is clear that it is exacerbating some 

problems and these are being laid bare [2]. Texting and short communications have gained prominence 

and these are replacing face to face conversations. The direct human connection that we once knew is 

vanishing. Devices are now babysitters, teachers and surveillance apparatus. How then does a democratic 

society adapt to these changes? Saul noted that the difficulty in adapting to change is not to be found in 

internationalism or international commerce, “It is in Globalisation’s construct of how the two come 

about [3].” Already in 1835 Tocqueville asked “can it be believed that the democracy which has 

overthrown the feudal system and vanquished kings will retreat before tradesmen and capitalists [4].” 

The rising power today may be “private sector technocrats, money market specialists, the dominant 

school of economics and, of course, those public commentators [and influencers] who fit the role of 

adoring courtiers [3].” 

Originally the internet was meant to be a “free, open and global” and good for all but it lacked 

security and privacy [5]. Not surprisingly Zuboff termed the current state of Big Data in the phrase 

“Surveillance Capitalism”. Her observations include that there is a form of concealed control within 

networks and platforms which out of sight [6]. It is obvious that there is no going back to a time when 

we knew our neighbours in our community and we had time to think before we made a decision. One of 

the issues is that not only the technology climate but the political climate and economic climate are 

changing rapidly. It is not surprising that data security, data privacy and data ethics are becoming urgent 

principles to manage. 

For the purpose of this paper and to analyse the current laws it is important to look to past legal 

theories about ethics. Rawls defined ethics in the following way: 

“The two main concepts of ethics are those of the right and the good; the concept of a morally 

worthy person is, I believe, derived from them. The structure of an ethical theory is, then, largely 

determined by how it defines and connects these two basic notions [7].” 

This paper acknowledges and argues that society cannot exist without the assistance of and certainty 

of the digital ecosystem. This is especially so as digital systems know no borders and can advance risks 

to society at large. The digital influence on our lives now affects positive and negative perceptions of 

morally worthy pursuits and hence an ethical grounding is important to the minimise and avoid risks. 

The balance between maintaining security and maintaining privacy is of particular interest to this article. 

It is useful to at least attempt to address the “political realities of surveillance [8]”, that is, distinguishing 

between safety and control of a nation. It must be kept in mind that two risk-based models of data 

regulations can exist. “One concerned with better compliance [of data protection regulations] and one 

concerned with the determination of which Artificial Intelligence (AI) systems should be regulated [9].” 

Data protection and security is only regulating one side of the coin, the other side of the coin is the 

system maintaining privacy and minimising data collection. 
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With the increasing capability and capacity of AI, framing of legislation to include ethical standards 

is especially important to protect human rights which in turn protects society at large. Not surprisingly, 

ethical considerations have taken on a new meaning in the digital age. Hasselbalch recognised that two 

sociotechnical infrastructures are at work, namely the Big Data and the AI sociotechnical infrastructure. 

He described a digital “data double” that could potentially be used for purposes of scrutiny and control, 

sold for profit and targeted by direct acts of digital violence and abuse [1]. 

Sociotechnical infrastructure, [10] unites people and technology for a common purpose and is a 

driving factor in our current reality. Instilling a level of personal security and privacy is guided by the 

practice of cybersecurity [11]. However, the control of cybersecurity and the guiding principles in the 

exercise of cybersecurity need to be considered. To that end ethical solutions when developing balanced 

cybersecurity systems have been advocated for [12]. The IoT is such a diverse “beast” that “ethical 

conduct is pretty much in the eye of the beholder [13]” which is not a reliable or positive situation. 

Interestingly, Posner in 1993 argued that only practical reasoning can yield ethical certainty, but logic 

and science cannot do the same [14]. If that is true then perhaps the IoT being based on logic and science 

is not capable of solving ethical problems? 

Existing technological structures can be insufficiently flexible in recognising ethical issues [15]. 

Simply put new institutional frameworks need to be developed consisting “of standards and laws that 

directly addressed the ethical and social implications [1].” Many institutions are obliged to address ethical 

problems in order to survive the ever-inversing competitiveness of a digitally driven economy [16]. For 

the purpose of this discussion ethics in the broadest sense attempts to answer the question: what is a 

good life, in other words, what is right or wrong? Ethics is a moral principle and “is often formulated in 

formal codes or standards to which all members of a profession are held, such as those of medical or 

legal ethics [17].” Hasselbalch referring to Stoddart suggested that one of the approaches to an ethics process 

is a “‘rights-based’ approach, with reference to a body of human rights work that demands the accountability 

of those with the power to watch [1].” She continued saying that “the foundation of data ethical governance 

is an awareness of the very conditions of power between different stakeholders [1].” 

Technology is increasingly shaping the way humans work and live and seek a good life. A poorly 

designed system will not advance the welfare of people if it is based on an alternative outcome that the 

designers want to achieve, be it data mining or the surveillance of the population. These types of systems 

undermine personal security and privacy of the population [6]. Collection, utilisation and trading of data 

traverses jurisdictions as well as the legal and ethical frameworks that may exist [18]. The simple fact is 

that the designers and owners of a system need to recover costs and make a profit. One of the vehicles to 

make a profit is the harvesting and selling of data generated by everyday people. Herein lies the challenge 

and where ethics becomes important. There is an ethical obligation to keep personal data safe. 

The institutions with the power to preserve personal security and privacy include the law. The law 

used to keep pace with developments in technology, but the IoT has outpaced the ability of laws to order 

everyday life in an ethical way. It is difficult to predict the social impact of the IoT and increasingly laws 

are often outdated and inadequate to guide society and preserve our personal security and privacy. 

“Another factor driving the recent explosion of interest in ethics is the way in which 21st century 

technologies are reshaping the global distribution of power, justice, and responsibility [17].” A further 

point is that vulnerable members of a society need to be protected and this is an issue of justice. “Social 
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order is not to establish and secure the more attractive prospects of those better off unless doing so is to 

the advantage of those less fortunate [19].” 

Part II of this article will examine whether the European Data Protection Legislation (EU GDPR) [20] 

and regulation of Artificial Intelligence (AI), vis the EU AI Act are risk based and whether the EU AI 

Act is inconsistent with the EU GDPR. Part III will examine ethical issues linked to cybersecurity and 

specifically whether policing can protect data generated by the IoT. Part IV will discuss the ethical 

challenges in cybersecurity. This will be followed in Part V with a discussion of ethical challenges in 

personal security and privacy. The conclusions are presented in Part VI. 

2. EU GDPR and EU AI Act 

The EU GDPR is arguably the model on which all other data protection legislations are based and 

features a risk-based approach [9]. The European Commission subsequently unveiled a new proposal, 

the Artificial Intelligence Act (AIA) [21]. The AIA or EU AI Act ‘distinguishes between prohibited AI 

systems, high-risk AI systems, and AI system that interact with natural persons (for which a number of 

transparency requirements apply [9]).’ The proposal specifically targets AI systems which are deemed 

to be of a high risk character and question whether AI is beneficial to society. The proposal defines high 

risk as ‘those concrete situations where there is a justified cause for concern or where such concern can 

reasonably be anticipated in the near future [20].’ With these developments in mind, Gellert argues that: 

“Even though both the GDPR and the proposed AIA rely upon the same moniker, the latter refers to 

different regulatory models. In the first case, the point is to use risk and risk management tools as a means to 

better comply. In the second, the point is to determine which AI systems should be regulated [9].” 

Gellert came to the conclusion that the AIA and the GPDR appear to use the same risk management 

system. The key issue therefore in the regulatory intervention is the dependence on decisions by a 

government or semi government department as to what constitutes a risk. The inherent problem is that 

depending on the government of a country, a risk and how it can be managed is determined. As AI is a global 

issue global solutions theoretically ought to be devised and this is arguably difficult if not impossible [21]. 

At face value this could be detrimental depending what tools are employed to give effect to 

legislations. “The precautionary principle is at the heart of many instruments of the new legislative 

framework”, [22] and “extremely important in harnessing the way AI technology is being deployed” 

into the European Union for example. This principle is universal as it not only applies in common law 

countries but also in civil law countries. Arguably it could be termed a transnational model which can 

be applied in cases where unknown events need to be taken into consideration. In addition as we are 

living in the age of the “risk society [23]”, careful consideration of this principle [24], is important. It is 

not by accident that the precautionary principle has been discussed in recent years as there is a greater 

awareness of the limitations and threats of scientific knowledge [25]. This is especially relevant in the 

application of the IoT and in relation to data protection and importantly answering the question of 

whether humans control AI or will AI control humans. 

The approach in the EU is “to promote Europe’s innovation capacity in the area of AI while 

supporting the development and uptake of ethical and trustworthy AI across the EU economy. AI should 

work for people and be a force for good in society”. The main argument for the inclusion of the 

precautionary principle in decision making is that it encourages enterprises to look at the past mistakes 

which “helps [to] address the evolving, complex and systemic challenges currently facing it by 
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facilitating people-centric progress [25].” However of importance is that risk and hence the principle 

will only be effective if it is applied in an ethical way that is with the interest of profiting all and not 

only business and commerce. 

3. Ethical issues in the practice of cybersecurity 

There is no global culture of cybersecurity even among allies. “Between the United States and Europe, 

walls are going up that are making it more challenging for both the public and private sectors alike to 

pool their resources and expertise to better confront common challenges [26].” The same can be said 

about data protection laws. The UK GDPR and Data Protection Act have a focus implementing checks 

on profiling and automated decision-making systems “to protect vulnerable groups”. India has the 

Digital Personal Data Protection Act [27], and China has the Personal Information Protection Law. In 

the US privacy regulation hinges on “political debates and encompass innovation, education, society, 

corporations, and democracy [28]”. The EU has the strongest digital privacy, security and AI law in the 

world. The EU GDPR deals with the control and processing of personal data in relation to privacy rights. 

The EU Artificial Intelligence Act recognises certain types of high-risk AI and together these examples 

provide bright-line rules. The US and the EU have different approaches and a sound knowledge of the 

conflict of laws is necessary in order to select a governing law which is best suited to the trading climate 

of a company. 

The practice of cybersecurity is meant to ensure that digital information is kept safe within the 

relevant computer systems and the attached networks but it is commonly left to the identification of 

breaches to mitigate risks. What “Cyber security practices essentially protect is the integrity, 

functionality, and reliability of organizations that rely upon such data and systems [29].” One of the 

methods to better prepare institutions in developing cybersecurity is horizon scanning. Horizon scanning 

“attempts to systematically imagine the future in order to better plan a response [30]” and to “evaluate 

the importance of ‘things to come [31].’’ It is “the systematic outlook to detect early signs of potentially 

important developments [32].” However increasingly more scandals are discovered around security and 

surveillance techniques and hence this directly affects personal security and privacy [33]. 

Surveillance carried out without an ethical framework will always be problematic. Kant’s theories 

of ethics are among the most significant in history, the Kantian notion of moral responsibility was 

connected with duty and obligation, “There is nothing it is possible to think of anywhere in the world, 

or indeed anything at all outside it, that can be held to be good without limitation, excepting only a good 

will [34].” In the modern world ethical issues are closely linked to personal security and privacy and 

three important ethical issues linked to cybersecurity are as follows: “harm to privacy, cybersecurity 

resource allocation and transparency and disclosure [29].” This paper will concentrate on commercial 

cybersecurity “where issues such as just war theory, state sovereignty and national security are not 

central [35].” 

In addressing concerns, one of the goals of new legislation is protection of sensitive data from theft 

or misuse. Data is a raw material with a commercial value and hence it is attractive to many types of 

data harvesters. Even when people disconnect from the IoT they cannot prevent their data from being 

exposed, this lack of personal security and privacy is simply unethical. However it must also be 

remembered that companies are subject to government oversight as far as the IoT is concerned. As an 

example, the Australian government law enforcement and intelligence agencies are “legally allowed to 
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demand technology manufacturers and providers to make encrypted communications accessible, by 

forcing developers to create ‘back doors’—access points in their products which make it possible for the 

government agencies to access encrypted messages [33].” 

Cybersecurity practices guided by ethical considerations come at a cost to any business. “The cost 

is great because cybersecurity efforts take up a considerable number of individuals as well as 

organizational resources like time, money, and expertise [29].” Ethics does not mean good behaviour 

but conduct in compliance with accepted values and expectations. Ethical compliance can help determine 

which potential uses of technology are inappropriate, harmful and/or intrusive. Ethical decision-making 

practices can help to navigate challenging dilemmas and complex value trade-offs, and ultimately decide 

whether to prioritise transparency or privacy where providing more of one may mean less of the other [36]. 

It is obvious that not having adequate cyber security in place can be costly. In addition an over 

complicated system also has cost implications as users will have issues with an overly complicated 

security system. 

Not all risks can be eliminated and hence data breaches can always occur. There is an ethical duty 

as well as a legal duty to disclose information about a breach to users when a breach has occurred or if 

a critical vulnerability in the system occurs. It allows customers to make informed decisions and to 

minimise any perceived risks. Simply put “Cybersecurity professionals and organizations should adopt 

procedures for rigorously evaluating the compliance of their members with the applicable ethical cyber 

security obligations [29].” In a changing sociotechnical environment compromises need to be made and 

“spaces of negotiation” need to be created [1]. Cybersecurity is no different to any other structure or 

framework and hence is also subject to sound practices. One of the issues in defining and indeed applying 

cybersecurity ethics is the need to understand the underlying framework. What is required is an ethical 

control or “set of processes, procedures, cultures and values designed to ensure the highest standard of 

behaviour [37].” 

Formosa et al argue that it is “apparent that many frameworks succumb to the problem of principle 

proliferation, whereby new principles are added in an effort to capture the diversity of moral concerns 

relevant to a particular domain [35].” They put forth a model which is useful as it includes five specific 

principles of cybersecurity: 

“Beneficence: Cybersecurity technologies should be used to benefit humans, promote human 

well-being, and make our lives better overall. Non-maleficence: Cybersecurity technologies should not 

be used to intentionally harm humans or to make our lives worse overall. Autonomy: Cybersecurity 

technologies should be used in ways that respect human autonomy. Humans should be able to make 

informed decisions for themselves about how that technology is used in their lives. Justice: 

Cybersecurity technologies should be used to promote fairness, equality, and impartiality. It should not 

be used to unfairly discriminate, undermine solidarity, or prevent equal access. Explicability: 

Cybersecurity technologies should be used in ways that are intelligible, transparent, and comprehensible, 

and it should also be clear who is accountable and re- sponsible for its use [35].” 

It needs to be remembered that the written word “provides the means of objectifying new 

experiences allowing their incorporation into the already existing stock of knowledge [38].” 
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3.1. Security 

The IoT “swallows” up a lot of private sensitive data which needs to be protected from unauthorised 

access. The fact is that only “When we know that our systems and data are secured and accessible, we 

can interact with, store, and generate data with the confidence that it will be protected [39].” This 

principal mandates that every system should or even must be in a state to be secure from unauthorised 

access. The European Commission defines this form of security as “… the safeguards and actions that 

can be used to protect the cyber domain … Cybersecurity strives to preserve the availability and integrity 

of the networks and infrastructure, and the confidentiality of the information contained therein [35].” 

3.2. Harm to privacy 

In Article 12 of the Universal Declaration of Human Rights (UDHR) privacy is a fundamental right [40]. 

Poor cybersecurity can lead to breaches of security and privacy causing harm to victims. One of the real 

problems as noted by Vallor is that the “risks of privacy harm created by poor or unethical cybersecurity 

practices are amplified further by the continued growth of a chaotic global data ecosystem” and that 

most individuals have “little to no ability to personally curate, delete, correct, or control the storage or 

release of their private information [41].” 

At present there is no international data protection convention and it is fanciful to contemplate that 

an international data convention could be drafted within the next decade. By that time advancements in 

technology would have already made a convention redundant. The fact is that even living off the digital 

grid “cannot prevent sensitive data about [people] from being generated and shared by their friends, 

family, employers, clients, and service providers [17].” In effect, protecting private information is not 

only a duty related to cybersecurity but can also be termed a duty related to human rights [17]. A balance 

needs to be met between protecting sensitive data and basic human rights. Arguably other methods may 

be less time efficient [42]. “Utilitarianism allows for the possibility of situational ethics, meaning that in 

some circumstances, one might need to violate a society’s or a personal moral code if the outcome is 

better for a greater number of people [43].” 

3.3. Harm to property 

Harm to privacy can also cause harm to property via extortion. The threat of publishing stolen sensitive 

data on the dark web often results in the paying of ransom. The theft of intellectual property, bank 

account numbers can also cause damage to corporate or individual property. Even though property has 

only a material value, extortion is nevertheless an unethical act [42]. It follows therefore that the harm 

to property is often the result of the harm to privacy and hence “professionals tasked with cybersecurity 

have a default ethical obligation to protect their organization’s networks, or those of their clients, from 

any and all property-targeting intrusions and attacks [17].” Sufficient resource allocation to the secure 

maintenance of any system is an ethical issue and cannot be compromised. 

3.4. Transparency and disclosure 

Besides the ethical duty to keep data secure, there is also an ethical duty to provide transparency in 

disclosing data breaches and allowing those affected by data breaches to make decisions and choices. 
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Informed decisions like “informed consent does not ever decrease risk to users; it only alleviates 

researchers from some responsibility for that risk and may even increase risk to users by removing any 

traces of plausible deniability [17].” In 2022 Medibank revealed a cyber-attack that hacked customer 

data of approximately 4 million people in Australia, this had devastating effects on vulnerable consumers 

who were suffering multiple disadvantages. 

The point is that a duty to disclose in a timely fashion helps to manage risk. Each situation may 

require different decisions because the collection and storage of data has become essential to the 

functioning of markets [44]. In the meantime individuals are becoming more aware of data security 

breaches [45]. Latitude Financial was subject to a cyber-attack in 2023 that resulted in the theft of 

personal information of around 14 million people in Australia and New Zealand. Aside from the lack of 

legislation, there are significant concerns and emerging challenges where individuals know less and less 

about their personal information and how it is collected, stored, and used. Both transparency and disclosure 

requires well-reasoned ethical judgements to minimise risks and procedures on what to do. The next part 

will discuss the ethical challenges for the future. 

4. Ethical challenges for the future 

It must be stressed that even if an ethical practice is legal, a legal practice may not be ethical in some 

views. It is therefore important that evaluation of risks cannot only be made to be legally compliant but 

must also be ethically compliant as it will affect not only harm to individuals but can also generate 

reputational damage to a company. Macnish and van der Ham [46], used an interesting case study to 

highlight the issues and problems which can and should be avoided using a sound level of ethical control. 

In brief, a private security research group MedSec, purchased and attempted to hack St. Jude pacemakers 

and heart monitors designed for home use. MedSec claimed that they discovered vulnerability in the 

devices. Instead of advising St. Jude they teamed up with an investment firm to short the shares of St. Jude. 

MedSec then made some of the information public with the result that there was a drop in St. Jude’s shares. 

The subsequent research by independent companies was mixed with some supporting that the items 

were not vulnerable whereas others found the opposite to be true. MedSec’s motivations were brought 

into question by their decision to profit from shorting the stock instead of making their findings available 

to St. Jude. The main issue was that there was a slow response. As Spring noted, “We’ve all seen how 

consumer products are often designed and built in insecure ways, and let’s face it, there has been virtually 

no improvement unless there’s a major financial or reputational impact in doing so [15].” In the business 

sector there appears to be no oversight or reporting nor any policy governing behaviour because of the 

conflict between consent, transparency, disclosure and making money. 

It should also be noted that security can influence privacy, and that privacy can influence security. 

The question is where is the boundary between protecting individual privacy and security of many? The 

social dimension or social values determine the boundaries between security and privacy. One of the 

problems is that devices are subject to diverse users and owners who challenge the balance because they 

have different interests. The owners of the devices including technology giants are driven by profits 

whereas the users are looking for security of the data they entrust to the owners. 

An action plan can be devised reflecting what can be done rather that what is most likely to be 

done [47]. Resources are scarce and we need to question have “we adequately considered the risks of 
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‘collateral damage’ to innocent parties, or reputational damage to ourselves and our organization, if our 

response steps over the ethical line [17]?” 

To start with it is useful to be reminded what ethics means, “moral principles; maxims, precepts or 

observations concerning these [17].” Ethics includes cooperation, productivity and respect to others. 

Ethical challenges can emerge at many points in the chain of usage of a system such as what is the 

vulnerability to a breach and how is the system protecting privacy but also monitoring possible misuses of 

the system. The issue is how are competing issues resolved between all stakeholders. Important factor 

include how is data stored and encrypted as well as how long should sensitive data be stored and how is the 

full life cycle of data determined. 

Security of users could be guaranteed, and harm avoided by obliging users to verify their identity 

such as a passport or driver’s licence. However, such steps may be problematic as it could result in 

breach of privacy. It is obvious that any ethical policy must find the middle ground that is how to 

minimise any adverse effects by looking at all of the factors. Arguably the problem in any ethical 

definition or policy is where is the acceptable middle ground and how is the risk distributed between the 

user and operator of the system. Not surprisingly Manish and van der Ham argue that the current methods 

of ethical oversight are inadequate as they “fail in two areas” namely university-based developments and 

the broader community of practising cybersecurity experts [48]. They go on to argue that “there needs 

to be a greater appreciation of the risks of cybersecurity development in ethical review committees and 

clear codes of conduct for the professional community which cover both development and practice [15].” 

An ethical framework on which cybersecurity can rely on, that is also academically sound is lacking. 

Perhaps theory and practice can learn sufficiently from each other to arrive at a sound ethical 

cybersecurity model? The issue at hand is whether there is enough flexibility in drawing the line between 

privacy and security to reach an ethically sound solution. Arguably currently there are no widely used 

governance structures in place. Perhaps ethical governance protocols in the academic sector can be 

adapted to also be a useful policy in the private sector? 

5. Discussion 

As noted, the Big Data and AI sociotechnical infrastructures are embedded in society with the obligation 

to act ethically within relevant risk factors. The point this paper is making is that there are several 

interlocking systems at play, each one requiring an ethical approach. At the top are the technology 

inventions and manufacturing systems ranging from simple consumer items to hidden complicated 

multifaced systems. At the bottom we have the users of the system who may be consumers or businesses. 

It is the consumer or end user which expects that the innovation produces an ethically evaluated product. 

Each level in the chain generates its own risk which needs to be minimised considering “cross risk 

evaluations” at play. By using digital assets the consumer must understand that there is a risk in relation 

to preserving security or privacy. 

In current times “judicial risk assessment systems” look for patterns in the background of the 

defendants and then inform the judge about who is most likely to commit a crime in the future [15]. 

Human involvement has found its way into legislation and the EU GDPR, Article 22 [1], prohibits 

decisions which are only made by AI if it significantly affects an individual. The question is how is 

‘significantly’ interpreted considering that judges tend to look at past decisions. The point to make is 

that a risk factor has been determined by AI and it is now left to human ethical considerations. The 
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difficulty is that we assume that human capacity such as education and ethnic-cultural variations play only 

a minimal part in a balanced human decision that is made. We propose that it is much more than that. It is 

not surprising that theories and methodologies are being developed to train models to act ethically. 

In the EU a resolution was accepted in 2017 with recommendations for Civil Law Rules on Robotics 

where the question of legal liability for harmful actions was raised [49]. What can be said is that there is 

at least a debate about the distribution of morals between robots and humans. As Pasquale noted, we 

need a general framework for defending human experience in the age of AI [1]. The danger obviously 

is that ethics or decisions emanating from robots can influence societal transformation. O’Neil 

discovered a Big Data system used by the US educational and public employment system where teachers 

were fired on rigid machine-based performance assessment without considering the social context and 

human factors [50]. The economic reality means that a balance is require that “has politics, it has cultures 

[and] meaning that is not neutral or natural [51].” 

6. Conclusion 

This paper has demonstrated that ethics in our digital age need special attention. Globalisation, 

internationalisation and a borderless economy has meant that ethical considerations are not uniform even 

among the most highly educated people or the most highly developed nations. It is in effect impossible 

to reach a global consensus on how digital systems need to be controlled, let alone ethically controlled. 

Today the EU GDPR stands out as a benchmark for data security and privacy protection and the EU AI 

Act has recognised that “the same elements and techniques that power the socio-economic benefits of 

AI can also bring about new risks or negative consequences [1].” The conclusion therefore is that any 

regulation in the modern era needs to be guided by humans and based on a risk-based approach [21]. 

Ethical behaviour and ethical principles that guide human conduct can be copied and implemented by 

innovative technology but this does not mean that technology can make decisions that will be correct 

every time. 
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